
E�cient Algorithms for Scheduling Data BroadcastSohail Hameed Nitin H. VaidyaAbstract: With the increasing acceptance of wireless technology, mechanisms to e�cientlytransmit information to wireless clients are of interest. The environment under consideration isasymmetric in that the information server has much more bandwidth available, as compared tothe clients. It has been proposed that in such systems the server should broadcast the informationperiodically. A broadcast schedule determines what is broadcast by the server and when.This paper makes the simple, yet useful, observation that the problem of broadcast schedul-ing is related to the problem of fair queueing. Based on this observation, we present a log-timealgorithm for scheduling broadcast, derived from an existing fair queueing algorithm. This algo-rithm signi�cantly improves the time-complexity over previously proposed broadcast schedulingalgorithms. Modi�cation of this algorithm for transmissions that are subject to errors is con-sidered. Also, for environments where di�erent users may be listening to di�erent number ofbroadcast channels, we present an algorithm to coordinate broadcasts over di�erent channels.Simulation results are presented for proposed algorithms.1 IntroductionWith the increasing acceptance of wireless technology, mechanisms to e�ciently transmit in-formation to wireless clients are of interest. For instance, such mechanisms could be usedby a satellite or a base station to communicate information of common interest to wirelesshosts. In the environment under consideration, the downstream communication capacity, fromserver to clients, is relatively much greater than the upstream communication capacity, fromclients to server. Such environments are, hence, called asymmetric communication environ-ments [3]. In an asymmetric environment, broadcasting the information is an e�ective way ofmaking the information available simultaneously to a large number of users. For asymmet-ric environment, several researchers have proposed algorithms for designing broadcast schedules[1, 2, 3, 5, 6, 7, 8, 14, 15, 16, 19, 18, 20, 22, 24, 25, 24, 26, 27, 36, 38, 39].We consider a database that is divided into information items. The server periodicallybroadcasts these items to all clients. A broadcast schedule determines when each item is trans-mitted by the server. We present a new approach to design broadcast schedules that attempts tominimize the average \access time". Access time is the amount of time a client has to wait foran information item that it needs. It is important to minimize the access time so as to decrease1



the idle time at the client [5, 15, 25, 24, 26, 27, 19, 18, 3, 2, 38, 39]. This paper makes threecontributions:� We observe that the problem of broadcast scheduling is related to packet fair queueing[10, 28, 30]. While obvious in the hindsight, this observation has not been exploited beforeto design e�cient broadcasting algorithms.� Based on the above observation, we present a O(logM) broadcast scheduling algorithm,whereM is the number of information items. Simulations show that this algorithm achievesnear-optimal performance. A modi�cation of the algorithm to take transmission errors intoaccount is also presented.� In environments where di�erent clients may listen to di�erent number of broadcast channels(depending on how many they can a�ord), the schedules on di�erent broadcast channelsshould be coordinated so as to minimize the access time for most clients. We extend theabove algorithm to such an environment.Rest of this paper is organized as follows. Section 2 introduces terminology, and derivessome theoretical results that motivate the proposed algorithms. Section 3 compares packet fairqueueing and broadcast scheduling. Section 4 presents proposed scheduling algorithm for singlechannel. Section 5 shows how the proposed algorithm can be modi�ed to take transmission errorsinto account. Section 6 presents scheduling algorithms for broadcast on two and three channels.Section 7 evaluates the performance of our algorithms. Related work is discussed in Section 8. Asummary is presented in Section 9.2 PreliminariesDatabase at the server is assumed to be divided into many information items. li representslength of item i. The time required to broadcast an item of unit length is referred to as one timeunit. Hence time required to broadcast an item of length l is l time units. M denotes the totalnumber of information items in the server's database. The items are numbered 1 through M . Anappearance of an item in the broadcast is referred to as an instance of the item.The spacing between two instances of an item is the time it takes to broadcast informationfrom the beginning of the �rst instance to the beginning of the second instance. It can be shownthat, for optimal broadcast scheduling, all instances of an item should be equally spaced [27, 33].Hereafter, for our theoretical development, we assume that all instances of item i are spaced si2



apart. The equal-spacing assumption cannot always be realized in practice [34], however, theassumption does provide a basis for developing the proposed algorithms.Item Mean Access Time of item i, denoted ti, is de�ned as the average wait by a clientneeding item i until it starts receiving item i from the server. Arrival of client requests is assumedto be governed by a Poisson process. From the Poisson process assumption, it follows that [4] theaverage time until the �rst instance of item i is transmitted, from the time when a client startswaiting for item i, is si=2 time units. Hence, ti = si=2.Demand probability of item i, denoted pi, is the probability that an item needed by a clientis item i. Overall Mean Access Time, denoted toverall, is de�ned as the average wait encounteredby a client (averaged over all items). Thus, toverall = PMi=1 pi ti. Substituting ti = si2 , we gettoverall = 12 MXi=1 pi si (1)The theorem below provides a theoretical basis for the proposed scheduling schemes. The proofis presented in [35, 33].Theorem 1 Assuming that instances of each item i are equally spaced with spacing si, minimumoverall mean access time is achieved when si is given bysi = 0@ MXj=1 qpj lj1A s lipi (2)Substituting this expression for si into Equation 1, the optimal overall mean access time, namedtoptimal, is obtained as: toptimal = 12  MXi=1qpi li !2 (3)toptimal is derived assuming that instances of each item are equally spaced. As noted before,the equal-spacing assumption cannot always be realized. Therefore, toptimal represents a lowerbound on the overall mean access time. The lower bound, in general, is not achievable. However,as shown later, it is often possible to achieve overall mean access time almost identical to theabove lower bound. 3



3 Broadcast Scheduling & Packet Fair QueueingConsider a switch that has many input channels (queues), but just one output channel, as shownin Figure 1. Packet fair queueing algorithms [10, 30] determine which packet from the manyinput queues should be transmitted next on the output channel. Packet fair queueing algorithmstypically attempt to satisfy two conditions:� For a speci�ed value �i, input queue i should get at least fraction �i of the output bandwidth(if the input queue is non-empty), such that Pi �i = 1. When all input queues are non-empty, this requirement reduces to allocating exactly �i fraction of the bandwidth to inputqueue i. For instance, in Figure 1(a) and (b) both, input queue 1 gets half the outputbandwidth, and the other two queues get 1/4 of the bandwidth.� Bandwidth allocated to a particular input queue should be \evenly distributed", rather thanbursty. For instance, while in Figures 1(a) and 1(b) both, the �rst input queue receives halfthe bandwidth, the situation in Figure 1(a) is preferred over (b), because in (a), packetsfrom input queue 1 are distributed evenly on the output channel.Now consider broadcast scheduling. As noted previously, for an optimal schedule, spacing betweenconsecutive instances of item i should be obtained using Equation 2. From Equation 2 we getlisi = li�PMj=1 qpjlj� q lipi = ppiliPMj=1 qpj lj (4)Let �i denote the right-hand side of Equation 4. That is, �i = ppiliPMj=1 ppjlj . Then, we haveli=si = �i, and PMi=1 �i = 1. Thus, the two conditions for obtaining an optimal broadcastschedule are:� lisi = �i for each item i. Observe that li=si is the fraction of broadcast channel bandwidthallocated to item i. This is similar to the requirement for fair queueing that, input channeli should receive fraction �i of the output bandwidth.� All instances of each item i should be spaced equally apart with spacing si. This is similarto the \even distribution" requirement of fair queueing [10].Although the problem of packet fair queueing is not identical to broadcast scheduling, abovesimilaritiesmotivated us to adapt a packet fair queueing algorithm in [10] to broadcast scheduling.The broadcast scheduling algorithm, thus obtained, is presented below.4



4 Single Channel Broadcast Scheduling SchemeIn this section, we consider the case when the information items are broadcast on a single channel.Section 6 considers multiple channel broadcast. For each item i, the algorithm maintains twovariables, Bi and Ci. Bi is the earliest timewhen next instance of item i should begin transmission,and Ci = Bi+ si. (It may help the reader to interpret Ci as the \suggested worst-case completiontime" for the next transmission of item i.)Single Channel Broadcast Scheduling AlgorithmStep 0: Determine optimal spacing si for each item i, using Equation 2.Current Time is denoted by T . Initially, T = 0.Initialize Bi = 0 and Ci = si for 1 � i �M .Step 1: Determine set S of items for which Bi � T . That is, S = fi j Bi � T; 1 � i �Mg.(It can be shown that S is never empty.)Step 2: Let Cmin = minimum value of Ci over i 2 S.Step 3: Choose any one item j 2 S such that Cj = Cmin.Step 4: Broadcast item j at time T .Bj = CjCj = Bj + sjStep 5: When item j completes transmission, T = T + lj.Go to step 1.The algorithm iterates steps 1 through 5 repeatedly, broadcasting one item per iteration. In eachiteration, �rst the set S of items with begin timesBi smaller than or equal to T is determined. Theitems in set S are \ready" for transmission. From among these items, the items with the smallestCi (suggested worst-case completion time) is chosen for broadcast. As shown in Appendix A,steps 1 through 4 can be implemented such that, the average time complexity per iteration isO(logM).As an illustration, assume that the database consists of 3 items, such that l1 = 1, l2 = 2,l3 = 3, p1 = 0:5, p2 = 0:25, and p3 = 0:25. In this case, by Equation 2, s1 = 3:224, s2 = 6:448 ands3 = 7:989. In the �rst iteration of the above algorithm, at step 2, B1 = B2 = B3 = T = 0, andC1 = 3:224, C2 = 6:448 and C3 = 7:989. During the �rst iteration, S = f1; 2; 3g, because T = 0,and for all items Bi = 0. As C1 is the smallest, item 1 is the �rst item transmitted. During thesecond iteration of the algorithm, T = 1, B1 = 3:224, B2 = B3 = 0, C1 = 6:448, C2 = 6:448 andC3 = 7:898. Now, S = f2; 3g (as B2 = B3 = 0 < T = 1, and B1 > T ). As C2 < C3, item 2 istransmitted next. Figure 2 shows the �rst few items transmitted using the above algorithm. Notethat, after an initial transient phase, the schedule becomes cyclic with the cycle being (1,2,1,3).5



5 Impact of Transmission Errors on SchedulingIn the discussion so far, we assumed that each item transmitted by the server is always receivedcorrectly by each client. When the wireless medium is subject to transmission errors, this as-sumption is not always valid. Traditionally, in an environment that is subject to errors, thedata is encoded using error control codes (ECC). These codes enable the client to \correct" someerrors, that is, recover data in spite of the errors. However, ECC cannot correct large number oferrors in the data. When such errors are detected (but cannot be corrected by the client), thereceived item must be discarded [33]. Thus, if a client waiting for item i receives an instance ofitem i with uncorrectable errors, the item is discarded by the client. The client must wait for thenext instance of item i.Suppose that uncorrectable errors occur in an item of length l with probability E(l). Now,li denotes length of item i after encoding with an error control code. It can be shown thatTheorem 1 needs to be modi�ed to take errors into account as follows. We omit the proof heredue to lack of space [35, 21].Theorem 2 Given that the probability of occurrence of uncorrectable errors in an item of lengthl is E(l), the overall mean access time is minimized whensi = 0@ MXi=1 vuutpi li  1 + E(li)1� E(li)! 1A vuut lipi  1� E(li)1 + E(li)! (5)Observe that when errors do not occur, E(l) = 0, and Equation 5 reduces to Equation 2.With transmission errors, the optimal overall mean access time, named topt err, is as follows [33].topt error = 12 0@ MXi=1vuutpi li  1 + E(li)1 � E(li)!1A2 (6)Scheduling Algorithm with Transmission ErrorsThe on-line scheduling algorithm presented in the previous section can be used with transmissionerrors, with the only modi�cation that, in step 0 of the algorithm, value of si is obtained usingEquation 5, instead of Equation 2. No other changes are made in the algorithm. The modi�edalgorithm is evaluated in Section 7. 6



6 Multiple Broadcast ChannelsThe discussion so far assumed that the server is broadcasting items over a single channel and allthe clients are tuned to this channel. One can also conceive an environment in which the serverbroadcasts information on multiple channels, and di�erent clients listen to di�erent number ofchannels depending on the desired quality of service (as characterized by the mean access time).To illustrate how the algorithm in Section 4 may be extended for multiple channels, wepresent algorithms for scheduling broadcast on two and three channels. In practice, we do notexpect a client to be capable of listening to too many channels simultaneously.Assume that the broadcast channels are numbered from 1 to c, where c is the numberof channels. We assume that a client listening to j channels, 1 � j � c, must listen to �rst jconsecutive channels. Thus, a client listening to, say, 2 channels must listen to channels 1 and 2.Let �j denote the probability that a client listens to j channels. Trivially, Pcj=1 �j = 1.Optimality CriteriaFor single channel scheduling, we attempted to minimize overall mean access time, toverall. How-ever, with multiple channels, the overall mean access time experienced by clients listening todi�erent number of channels would be di�erent. Let toverall(i) denote the overall mean access timeexperienced by clients listening to the �rst i channels. Then, the performance metric of interesthere, called composite overall mean access time, denoted tcomposite overall, is obtained astcomposite overall = cXi=1 �i toverall(i) (7)When a client listens to only 1 channel, a lower bound on the overall mean access time toverall(1)is given by toptimal in Equation 3. It is easy to see that, a lower bound on toverall(i) is given bytoptimal=i. Thus, a lower bound on tcomposite overall can be obtained astcomposite optimal = cXi=1 �i toptimali (8)The objective now is to design multi-channel algorithms that minimize tcomposite overall.Staggered Broadcast SchedulesThe main idea here is to schedule broadcast of an item i in such a way that its instances on con-secutive channels are \staggered" with some interval. As an example, Figure 3 shows scheduling7



of an item i on three channels. The instances on channel 2 are staggered by an interval of  i2,and those on channel 3 are staggered by an interval of  i3, with respect to the correspondinginstances on channel 1. Note that the spacing between instances of item i on each channel is si.If we assume that every client is listening to all the three channels, i.e., �3 = 1, �1 = �2 = 0,then clearly,  i3 = 2 i2 = 23si would be optimal. With these values, instances of item i arestaggered across the three channels such that a client listening to three channels would receiveitem i every si=3 time units. In general, however, optimal  i2 and  i3 would vary with di�erent�j distributions.6.1 2-Channel SchedulingLet us consider the case when c = 2. Hence a client either listens only to channel 1, or toboth channels. Appendix B.1 shows that, for optimality,  i2 = si=2. Note that the value of i2 is independent of the values of �1 and �2. That is, every instance of item i on channel 2should appear exactly midway between every two consecutive instances of item i on channel 1,independent of the values of �1 and �2. (As seen later, for 3 channels, amount of stagger dependson � distribution.)Similar to single channel scheduling, proof of the above result assumes that the consecutiveinstances of all items are equally spaced on a given channel. In addition, the proof also assumesthat an instance of item i on channel 2 appears exactly after  i2 time units from an instanceon channel 1. These assumptions may not be realizable in general. However, they provide atheoretical foundation on which an algorithm may be developed.The following algorithm tries to achieve optimal staggering for 2 channels. Similar to thealgorithm presented in previous section, for item i, the algorithm below maintains Bji and Cji ,for channel j, j = 1; 2.2-Channel Broadcast SchedulingStep 0: Determine optimal spacing si for each item i,using Equation 2 (or Equation 5, if transmission errors can occur).Current time is denoted by T . Initially, T = 0.Initialize B1i = B2i = 0 and C1i = C2i = si,1 � i �M .Steps below are executed to �nd an item to transmit onchannel h at time T (h may be 1 or 2).Step 1: Determine set S of items for which Bhi � T .That is, S = fi j Bhi � T; 1 � i �Mg.8



Step 2: Let Cmin = minimum value of Chi over i 2 S.Step 3: Choose any one item j 2 S such that Chj = Cmin.Step 4: Broadcast item j at time T .if h = 1 then fC2j = T +  j2B2j = C2j � sj gBhj = Bhj + sjChj = Bhj + sjSteps 1 through 4, on average, requireO(logM) time, similar to the algorithm in Section 4.6.2 3-Channel SchedulingUnlike in case of c = 2, for three channels (c = 3), optimal values of  's are dependent on �'s.Appendix B.2 shows that for optimality with 3 channels, i2 = 2�2 + �34�2 + 3�3 si (9) i3 = 3�2 + 2�34�2 + 3�3 si (10)The 2-channel algorithm above can modi�ed for 3 channels, as follows :3-Channel Broadcast SchedulingStep 0: Determine optimal spacing si for each item i,using Equation 2 (or Equation 5, if transmission errors can occur).Current time is denoted by T . Initially, T = 0.Initialize B1i = B2i = B3i = 0 andC1i = C2i = C3i = si for 1 � i �M .Determine  ij, j = 2; 3 and 1 � i �M .Steps below are executed to �nd an item to broadcast onchannel h at time T (h may be 1, 2 or 3).Step 1: Determine set S of items for which Bhi � T .That is, S = fi j Bhi � T; 1 � i �Mg.Step 2: Let Cmin = minimum value of Chi over i 2 S.Step 3: Choose any one item j 2 S such that Chj = Cmin.Step 4: Broadcast item j at time T .if h = 1 then fC2j = T +  j2B2j = C2j � sjC3j = T +  j3B3j = C3j � sj g 9



else if h = 2 then fC3j = T + ( j3 �  j2)B3j = C3j � sj gBhj = Bhj + sjChj = Bhj + sjSteps 1 through 4, on average, requireO(logM) time, similar to the algorithm in Section 4.This algorithm can be extended for c > 3.7 Performance EvaluationIn this section, we present simulation results for various algorithms presented above. In eachsimulation, number of information itemsM is assumed to be 1000. Each simulation was conductedfor at least 8 million item requests by the clients. We assume that demand probabilities followthe Zipf distribution (similar assumptions are made by other researchers as well [3, 5, 38]). TheZipf distribution may be expressed as :pi = (1=i)�PMi=1(1=i)� ; 1 � i �Mwhere � is a parameter named access skew coe�cient. Di�erent values of the access skew coe�cient� yield di�erent Zipf distributions. For � = 0, the Zipf distribution reduces to uniform distributionwith pi = 1=M . However, the distribution becomes increasingly \skewed" as � increases (that is,for larger �, the range of pi values becomes larger).A length distribution speci�es length li of item i as a function of i, and some other param-eters. In this paper, we consider the following length distribution.li = round��L1 � L0M � 1 � (i� 1) + L0� ; 1 � i �Mwhere L0 and L1 are parameters that characterize the distribution. L0 and L1 are both non-zerointegers. round() function above returns a rounded integer value of its argument. We considertwo special cases of the above length distribution: (i) Increasing Length Distribution obtained byL0 = 1 and L1 = 10 and (ii) Decreasing Length Distribution obtained by L0 = 10 and L1 = 1. Inaddition to above length distributions, we also use a Random Length Distribution obtained bychoosing lengths randomly distributed from 1 to 10 with uniform probability.We generated two requests per time unit. The items for which requests are made aredetermined using the demand probability distribution.10



7.1 Performance Evaluation for Single Channel Broadcast7.1.1 Single Channel Broadcast Without Transmission ErrorsIn this section, we evaluate the single channel scheduling algorithm in Section 4 (assuming thattransmission errors do not occur). Figure 4(a) shows the simulation results. It plots overallmean access time versus access skew coe�cient �. The curves labeled \dec", \inc" and \rand"respectively correspond to decreasing, increasing and random length distributions de�ned above.The corresponding analytical lower bounds obtained from Equation 3 are plotted in Figure 4(b) forcomparison. From the simulation results in Figure 4, observe that the proposed Single ChannelScheduling Algorithm performs very close to optimal (within 0.5% of optimal). These resultscon�rm that the algorithm is able to space instances of each item with approximately idealspacing, thereby achieving near-optimal overall mean access time.7.1.2 Single Channel Broadcast With Transmission ErrorsThis section evaluates performance of the modi�ed version of the single channel scheduling al-gorithm in the presence of uncorrectable errors, as explained in Section 5. For the sake ofillustration, we assume that uncorrectable errors occur according to a Poisson process with rate�. Hence E(li) = 1�e��li. Figures 5 and 6 plot overall mean access time in the presence of errorsfor di�erent error rates (�), and for decreasing and increasing length distributions, respectively.Again, in each of these �gures, part (a) plots the simulation results and part (b) plots analyticallower bounds, for � = 0; 1 and 1.5. The lower bounds are obtained using Equation 6 (substitut-ing E(li) = 1 � e��li). Note that the results presented in Section 7.1.1 correspond to the casewhen �=0. From the simulation results, observe that the single channel scheduling algorithm,modi�ed to take errors into account, achieves performance close to optimal. Previous researchon broadcasts does not take uncorrectable errors into account when determining the broadcastschedules, or when evaluating the access time.7.2 Performance Evaluation of 2-Channel Broadcast AlgorithmIn this section, we evaluate performance of the 2-channel scheduling algorithm in Section 6. Forbrevity, we only present results for the case when no transmission errors occur { similar resultscan be obtained when transmission errors do occur. Figures 7(a) and 7(b) plot the overall meanaccess time versus access skew coe�cient � for decreasing and increasing length distributions,respectively. The curves labeled \ch1 sim" and \ch2 sim" are the curves for toverall(1) and toverall(2),11



respectively, obtained from simulations. Recall that toverall(i) is the overall mean access timeexperienced by clients listening to �rst i channels. The curves labeled \ch1 opt" and \ch2 opt"plot toptimal and toptimal=2 { recall that toptimal=i is a lower bound on toverall(i), where toptimal isobtained from Equation 3. The proposed 2-channel algorithm produces same schedule irrespectiveof the values of �1 and �2. Therefore, the curves in Figures 7(a) and 7(b) are applicable for all �distributions. Observe that, toverall(i) (i = 1; 2) in these curves is very close to toptimal=i (the curvesare almost overlapping). Therefore, it follows that the tcomposite overall (for any � distribution) willbe very close to tcomposite optimal (see Equations 7 and 8).7.3 Performance Evaluation of 3-Channel Broadcast AlgorithmFigures 8(a) and 8(b) show the performance of the 3-channel scheduling algorithm using therandom length distribution. Similar results are obtained for the increasing and decreasing lengthdistributions as well. For brevity, we only present results for the case when no transmission errorsoccur. As noted earlier in Section 6, the values of  ij, for c � 3 depend on �i's. For c = 3, thevalues of  i2 and  i3 as a function of �'s are given by Equations 9 and 10.In each �gure in this section, the curves labeled sim plot the composite overall mean accesstime tcomposite overall obtained by simulations, and the curves labeled opt plot the lower boundtcomposite optimal. These curves are plotted for di�erent values of �3 (horizontal axis) { �1 and �2are de�ned as functions of �3 as �1 = 23(1��3) and �2 = 13(1��3). Figure 8(a) plots the analyticaland simulation curves for access skew coe�cient, � = 0 and � = 0:2, whereas Figure 8(b) plotsthe analytical and simulation curves for � = 0:5 and � = 0:75. In each of these �gures, the curveslabeled sim represent simulation results and those labeled opt represent analytical results. Theanalytical curves plot Equation 8. The �gures show that the performance of 3-channel SchedulingAlgorithm is fairly close to optimal for some, but not all, values of access skew coe�cient �. Thealgorithm does not always perform well because of two reasons: (i) the bound tcomposite optimal isnot tight for c > 2, and (ii) there may be room for improvement in our algorithm for c = 3.8 Related WorkThe algorithms presented in this paper are based on an algorithm proposed previously for \packetfair queueing" [10]. As noted earlier, the problem of optimal broadcast scheduling is closely relatedto design of good packet fair queueing algorithms.Some of the early work relevant to this paper was performed in the context of datacycle12



[22, 12], and teletext and videotex [4, 5, 38, 37, 17] systems. The problem of data broadcasting hasreceived much attention lately. The existing schemes can be roughly divided into two categories(some schemes may actually belong to both categories): Schemes attempting to reduce the accesstime (e.g., [5, 3, 24, 15, 33, 38]) and schemes attempting to reduce the tuning time, i.e., the timea client actively listens to the broadcast (e.g., [14, 25, 26, 36]). In this paper, we only considerminimization of access time.Ammar and Wong [5, 38] have performed extensive research on broadcast scheduling andobtained many interesting results. An O(1) probabilistic approach for deciding which item totransmit next has been suggested previously [17, 38, 36]. The probabilistic algorithm was pro-posed for items of unit length (i.e., li = 1 for all i). The overall mean access time for theprobabilistic algorithm is given by (PMi=1ppi)2 (when li = 1) [38]. On the other hand, with alogarithmic time-complexity, our single channel algorithm achieves overall mean access time veryclose to the lower bound 12 (PMi=1ppi)2 (when li = 1). Thus, the overall mean access time achievedby the proposed algorithm is better than the probabilistic algorithm by approximately a factorof 2. Wong [38] also presents a cyclic scheduling algorithm that performs close to the optimal(the broadcast schedule needs to be generated a priori).Chiueh [15] and Acharya et al. [3] present schemes that transmit the more frequentlyused items more often. However, they do not necessarily use optimal broadcast frequencies. Ourschemes, on the other hand, tend to use optimal frequencies. (Optimal frequencies are inverselyproportional to optimal spacing.)Gondhalekar et al. [18] have looked at the problem of optimizing mean access time usingindexing schemes, and shown that the problem is NP-complete under certain conditions. Theyalso present fast heuristics to achieve a low access time using indexing. The scheduling schemespresented in this paper do not use indexing.Several researchers, including Su and Tassiulas [32], Acharya et al. [3] and Stathatos etal. [31], have considered the possibility of caching information items at the client. With caching,a client need only wait for broadcast if the desired item is not in the cache. Our broadcastingschemes do not consider caching as yet.9 ConclusionsThis paper considers asymmetric environments where a server has a much larger communicationbandwidth available as compared to the clients. In such an environment, an e�ective way forthe server to communicate information to the clients is to broadcast the information periodically.13



This paper makes four contributions: (i) Observes that broadcast scheduling problem is relatedto packet fair queueing. (ii) Presents a broadcast scheduling algorithm based on a packet fairqueueing algorithm. (iii) Modi�es the above algorithm to take into account transmission errors.(iv) Presents algorithms for scheduling broadcasts on multiple channels.Simulation results suggest that proposed algorithms perform well. These algorithms tendto result in near-optimal spacing between consecutive instances of a given item, achieving near-optimal performance.Future work includes derivation of a better bound for tcomposite overall, particularly, forc � 3. Also, this paper does not consider caching of information at a client. Proposed algorithmscan be applied to a pull-based system by replacing pi by the number of requests pending for itemi, in our algorithms. We have not evaluated proposed algorithms in the context of pull-basedsystems.AcknowledgementsThanks are due to P. Krishna for discussions on packet fair queueing and broadcast scheduling[29]. This paper appears in part in the proceeding of the ACM/IEEE International Conference onMobile Computing and Networking (MOBICOM), September 1997, Budapest. Research reportedis supported in part by Texas Advanced Technology Program grant 009741-052-C and NationalScience Foundation grant MIP-9423735.A Appendix: Average Time ComplexityThe algorithm presented in Section 4 is derived from a fair queueing algorithm by Bennettand Zhang [11]. The proof that our algorithm has average time-complexity (per iteration) ofO(logM), follows directly from the fact that the algorithm in [11] has log-time complexity. How-ever, to elaborate on how the logarithmic average time complexity can be achieved, we describean implementation of the proposed algorithm. Bennett and Zhang apparently presented theirimplementation in [9]; however, we are unable to obtain a copy of [9] at this time. It is possiblethat their implementation of fair queueing is analogous to the implementation summarized below.A binary heap [23] stores items in a tree form, such that the \key" for the item at the rootof the heap is the smallest (or largest) of all items in the heap.We maintain two binary heaps, HB and HC . Heap HB uses Bi value as the key, and storesthe item with smallest Bi value, among all the items in HB, at the root. Heap HC uses Ci value14



as the key, and stores the item with smallest Ci value, among all the items in HC , at the root.The heap HC implements set S in the algorithm in Section 4.Initially, HB contains all M items, and HC is empty. Due to the way the algorithm isimplemented, each item belongs to exactly one of the two heaps, HB and HC , at any time.In Step 1 of the algorithm, set S can be determined by repeatedly removing item j at theroot of heap HB, such that Bj � T , and inserting it into HC (note that after every removal orinsertion of an item, a heap needs to be reheaped) { this process is completed when, for the itemat the root of HB, the Bj value is greater than T . Each insertion and removal of an item in abinary heap (including reheaping) requires O(logM) time [23]. Note that, in step 1, zero, one,or more items may be removed from HB and added to HC .Steps 2 and 3 can be performed by removing the root item from HC , in O(logM) time.Recall that heap HC implements set S.Assume that in step 3, item j is removed from HC . In step 4, an instance of item j isbroadcasted, and new values of Bj and Cj are calculated. At this time, the next instance of itemj (with the new Bj and Cj values) is inserted into heap HB.The average time complexity can be determined by following the movement of each broad-cast instance of an item. When a previous instance of item j is broadcast, the next instance ofitem j is inserted in HB (in step 4 of the iteration that broadcasted the previous instance of itemj, as noted above).Subsequently, when time T becomes large enough such that Bj � T , the instance of j isremoved from HB and added to HC (or set S), in step 1 of an iteration of the algorithm.Eventually, when Cj for item j becomes smallest of all items in HC , this instance of j isremoved from HC and transmitted.Therefore, each broadcast instance of an item requires 4 heap operations, each operationrequiring O(logM) time. Therefore, the average time complexity per iteration of the algorithmis O(logM).B Appendix: Optimal Values of StaggerB.1 Two Channel BroadcastFigure 9 shows di�erent instances of item i scheduled on two channels. The spacing on eachof the channels is si. Every instance on channel 2 is staggered by an interval of  i2 from the15



corresponding instance on channel 1. Our interest is to determine the value of  i2 which will resultin optimal composite item mean access time, denoted ti, as follows. Note that each composite tiis being optimized independently { thus, all optimal ti (or optimal stagger for all items) may notbe achievable simultaneously.The item mean access time, ti1, for a client listening to channel 1, assuming that a requestis equally likely to occur at any time in interval si, is clearlyti1 = 12si (11)Note that the probability that a client makes a request during a sub-interval of length �of an interval of length si is given by �=si. Therefore, item mean access time, ti2, for a clientlistening to both the channels can be obtained asti2 = 12 (si �  i2)2si + 12  2i2si (12)Thus, the composite item mean access time can be obtained asti = �1 ti1 + �2 ti2 (13)= 12�1 si + 12�2 (si �  i2)2si + 12�2 2i2si (14)For minimum value of ti, we di�erentiate Equation 14 with respect to  i2 and equate it tozero: dtid i2 = ��2 (si �  i2)si + �2 i2si = 0:Solving for  i2, we get  i2 = 12si.Note that the value of  i2 for optimal composite item mean access time is independent of�1 and �2 for two channel case. However, as can be seen in the next section, for c = 3, value of i2 for optimal composite item mean access time is a function of �j's.B.2 Three Channels BroadcastFigure 3 shows the schedule for item i on three channels. Let the instances of item i on channel2 be staggered by an interval of  i2 and on channel 3 be staggered by an interval of  i3 withrespect to channel 1. A client may listen to channel 1 only, or to channels 1 and 2, or to all16



the three channels. The item mean access time for item i for a client listening to channel 1 andfor a client listening to channel 1 and 2, denoted by ti1 and ti2, and given by Equations 11 and12 respectively are still valid, as the scheduling on �rst two channels in Figure 3 is similar tothe scheduling shown in Figure 9. However, the item mean access time for item i for the clientlistening to all the three channels, denoted by ti3, is given byti3 = 12 (si �  i3)2si + 12  2i2si + 12 ( i3 �  i2)2si (15)From Equations 11, 12, 15, we getti = �1 ti1 + �2 ti2 + �3 ti3= 12�1si + 12�2 (si �  i2)2si + 12�2 2i2si + 12�3 (si �  i3)2si + 12�3 2i2si + 12�3 ( i3 �  i2)2siAgain, for optimal ti, di�erentiating the above equation with respect to  i2 and  i3, we get@ti@ i2 = ��2 (si �  i2)si + �2 i2si + �3 i2si � �3 ( i3 �  i2)si = 0 (16)@ti@ i3 = ��3 (si �  i3)si + �3 ( i3 �  i2)si = 0 (17)We assume that �2 and �3 are not both 0 { if both are 0, then the 3-channel problem reducesto the single channel broadcast problem. Solving Equations 16 and 17, we get  i2 = 2�2+�34�2+3�3 siand  i3 = 3�2+2�34�2+3�3 si. It can be veri�ed that these values of  i2 and  i3 represent the point ofminima, by applying appropriate checks to second derivatives of ti [13].The above proof can be generalized for c > 3 also.References[1] S. Acharya, M. Franklin, and S. Zdonik, \Prefetching from a broadcast disk," in 12th Inter-national Conference on Data Engineering, February 1996.[2] S. Acharya, R. Alonso, M. Franklin, and S. Zdonik, \Broadcast disks - data management forasymmetric communications environment," in ACM SIGMOD Int. Conference on Manage-ment of Data, pp. 199{210, May 1995. 17
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1 2 3 1 1 2 1 3 1 2 1 3Figure 2: Illustration of the Single Channel Scheduling Algorithm.
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(a) Simulation results
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(b) Analytical lower boundsFigure 4: Overall mean access time versus access skew coe�cient �. The simulation curves areobtained using algorithm given in Section 4. The values obtained by simulation are within 0.5%of the corresponding analytical values. 25
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(b) Analytical lower boundsFigure 5: Overall mean access time versus error rate � for di�erent values of � and decreasinglength distribution. The simulation curves are obtained using the single channel scheduling algo-rithm modi�ed to take errors into account. The simulation results are within 1.1 % of analyticallower bounds. 26
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(b) Analytical lower boundsFigure 6: Overall mean access time versus � for di�erent values of � and increasing lengthdistribution. The simulation curves are obtained using the single channel scheduling algorithmmodi�ed to take errors into account. The simulation results are within 2.5 % of analytical lowerbounds. 27
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(a) For Decreasing Length
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(b) For Increasing LengthFigure 7: Overall mean access time versus access skew coe�cient � for (a) Decreasing Lengthand (b) Increasing Length Distributions. The simulation results labeled as sim are within 3.6% ofanalytical lower bounds labeled as opt. Note that the curves ch1 sim and ch1 opt are overlapping.28
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( si  - ψ i2)Figure 9: Schedule for item i on two channels. The instances of item i on channel 2 are staggeredfrom channel 1 by an interval of  i2. The value of  i2 should be 12si for the mean access time foritem i to be minimum.
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