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Analysis of TCP Performan
e over Mobile Ad Ho
Networks �Gavin Holland �� Nitin VaidyaDepartment of Computer S
ien
eTexas A&M University, College Station, TX 77843-3112E-mail: fgholland,vaidyag�
s.tamu.eduMobile ad ho
 networks have attra
ted attention lately as a means of providing 
ontinuous network 
onne
tivityto mobile 
omputing devi
es regardless of physi
al lo
ation. Re
ent resear
h has fo
used primarily on the routingproto
ols needed in su
h an environment. In this paper, we investigate the e�e
ts that link breakage due tomobility has on TCP performan
e. Through simulation, we show that TCP throughput drops signi�
antly whennodes move, due to TCP's inability to re
ognize the di�eren
e between link failure and 
ongestion. We alsoanalyze spe
i�
 examples, su
h as a situation where throughput is zero for a parti
ular 
onne
tion. We introdu
ea new metri
, expe
ted throughput, for the 
omparison of throughput in multi-hop networks, and then use thismetri
 to show how the use of expli
it link failure noti�
ation (ELFN) te
hniques 
an signi�
antly improve TCPperforman
e.Keywords: Mobile ad ho
 networks, wireless networks, transport proto
ols, performan
e evaluation, expli
itfeedba
k, TCP.1. Introdu
tionWith the proliferation of mobile 
omputing de-vi
es, the demand for 
ontinuous network 
onne
tiv-ity regardless of physi
al lo
ation has spurred interestin the use of mobile ad ho
 networks. A mobile adho
 network is a network in whi
h a group of mobile
omputing devi
es 
ommuni
ate among themselvesusing wireless radios, without the aid of a �xed net-working infrastru
ture. Their use is being proposedas an extension to the Internet, but they 
an be usedanywhere that a �xed infrastru
ture does not exist,or is not desirable. A lot of resear
h of mobile ad ho
networks has fo
used on the development of rout-ing proto
ols (e.g. [22,10,11,18,20,27,34,29,30,33,35,25,13,32,16,31℄). Our resear
h is fo
used on the per-� This work was supported in part by the National S
i-en
e Foundation under Grant Nos. CDA-9529442 and ANI-9973153, the Texas Advan
ed Te
hnology Program underGrant No. 010115-248, and the Department of Edu
ationunder Award No. P200A80305.�� Corresponding author.

forman
e of TCP over mobile ad ho
 networks.Sin
e TCP/IP is the standard network proto
olsta
k on the Internet, its use over mobile ad ho
 net-works is a 
ertainty. Not only does it leverage a largenumber of appli
ations, but its use also allows seam-less integration with the Internet, where available.However, earlier resear
h on 
ellular wireless systemsshowed that TCP su�ers poor performan
e in wire-less networks be
ause of pa
ket losses and 
orrup-tion 
aused by wireless indu
ed errors. Thus, a lotof resear
h has sin
e fo
used on me
hanisms to im-prove TCP performan
e in 
ellular wireless systems(e.g. [2,3℄). Further studies have addressed othernetwork problems that negatively a�e
t TCP per-forman
e, su
h as bandwidth asymmetry and largeround-trip times, whi
h are prevalent in satellite net-works (e.g. [12,4℄).In this paper, we address another network 
har-a
teristi
 that impa
ts TCP performan
e, whi
h is
ommon in mobile ad ho
 networks: link failures dueto mobility. We �rst present a performan
e analy-
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 networks,and then present an analysis of the use of expli
itnoti�
ation te
hniques to 
ounter the a�e
ts of linkfailures.2. Simulation Environment and MethodologyThe results in this paper are based on simula-tions using the ns network simulator from Lawren
eBerkeley National Laboratory (LBNL) [14℄, with ex-tensions from the MONARCH proje
t at CarnegieMellon [5℄. The extensions in
lude a set of mobilead ho
 network routing proto
ols and an implemen-tation of BSD's ARP proto
ol, as well as an 802.11MAC layer and a radio propagation model. Also in-
luded are me
hanisms to model node mobility usingpre-
omputed mobility patterns that are fed to thesimulation at run-time. For more information aboutthe extensions, we refer the reader to [5℄. Unlessotherwise noted, no modi�
ations were made to thesimulator des
ribed in [5℄, beyond minor bug �xesthat were ne
essary to 
omplete the study.All results are based on a network 
on�guration
onsisting of TCP-Reno over IP on an 802.11 wire-less network, with routing provided by the Dynami
Sour
e Routing (DSR) proto
ol and BSD's ARPproto
ol (used to resolve IP addresses to MAC ad-dresses). These are wildly used and studied proto-
ols, and are likely 
andidates for implementation in
ommer
ial ad ho
 networks. Hen
e, understandinghow they work together, and with TCP, 
an lead tomodi�
ations that improve performan
e. Sin
e wefrequently refer to details of the DSR proto
ol, inthe next paragraph we give a brief primer on DSRto familiarize the reader with its 
hara
teristi
s andterminology.The Dynami
 Sour
e Routing (DSR) proto
ol wasdeveloped by resear
hers at CMU for use in mobile adho
 networks [6℄. In DSR, ea
h pa
ket inje
ted intothe network 
ontains a routing header that spe
i�esthe 
omplete sequen
e of nodes on whi
h the pa
ketshould be forwarded. This route is obtained throughroute dis
overy. When a node has a pa
ket to send forwhi
h it does not have a route, it initiates route dis-
overy by broad
asting a route request. This request

is propagated through the network until it rea
hes anode, say x, that knows of a route to the destination.Node x then sends a route reply to the requester withthe new route formed from the route at node x 
on-
atenated with the sour
e route in the request. Tolimit how far a request is propagated, a time-to-live(TTL) �eld is atta
hed to every request along witha unique request identi�er. A node that re
eives aroute request that it has seen before, or that has livedbeyond its time-to-live, drops the request. To redu
ethe number of route dis
overies, ea
h node maintainsa 
a
he of routes that it has learned. A node maylearn of a route through route dis
overy, or throughother means su
h as snooping routes in route repliesand data pa
kets, or eavesdropping on lo
al broad-
asts. This 
a
he is updated through route errormessages. Route error messages are sent by a nodewhen it dis
overs that a pa
ket's sour
e route is in-valid. The route dis
overy proto
ol, as implementedin the CMU extensions to ns, has two phases: a lo
albroad
ast (a ring-0 sear
h) followed by a propagat-ing sear
h. The ring-0 sear
h is initiated in the hopethat a route 
an qui
kly be found in a neighbor's
a
he. If a route is not found within a small amountof time, a propagating sear
h is attempted. If thisfails, the proto
ol ba
ks-o� and tries again, eventu-ally giving up if a route is not found. This pro
edurerepeats until all of the pa
kets queued for that par-ti
ular destination are dropped from the queue, ora route is found. A pa
ket may be dropped fromthe queue if a route has not been found within a pre-spe
i�ed amount of time (the \Send Bu�er Timeout"interval), or if the queue is full and newly arrivingpa
kets for
e it out. Route dis
overies for the samedestination are limited by the ba
k-o� and retry pro-
edure, whi
h is initiated per destination (versus perpa
ket). Thus, regardless of the number of pa
ketsthat need a route to the same destination, only oneroute dis
overy pro
edure is initiated. On
e a routeis found and a pa
ket is sent, there is the possibilitythat the route be
omes \stale" while the pa
ket isin 
ight, be
ause of node mobility (a route is \stale"if some links on the route are broken). In su
h aninstan
e, DSR uses a me
hanism 
alled pa
ket sal-vaging to re-route the pa
ket. When a node x de-
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ts that the next link in a pa
ket's route is broken,it �rst sends a route error message to the node thatgenerated the pa
ket's route to prevent it from send-ing more pa
kets on the broken route. Node x thenattempts to salvage the pa
ket by 
he
king its 
a
heto see if it knows of another route to the pa
ket's des-tination. If so, node x inserts the new sour
e routeinto the pa
ket and forwards it on that route; if not,the pa
ket is dropped.We 
hose to keep most of the parameters of thesimulations identi
al to those in [5℄, with a few ex
ep-tions. The following is a dis
ussion of our simulationsetup.Our network model 
onsists of 30 nodes in a1500x300 meter 
at, re
tangular area. The nodesmove a

ording to the random waypoint mobilitymodel. In the random waypoint model, ea
h node xpi
ks a random destination and speed in the re
tan-gular area and then travels to the destination in astraight line. On
e node x arrives at its destination,it pauses, pi
ks another destination, and 
ontinuesonward. We used a pause time of 0 so that ea
hnode is in 
onstant motion throughout the simula-tion. All nodes 
ommuni
ate with identi
al, half-duplex wireless radios that are modeled after the
ommer
ially available 802.11-based WaveLan wire-less radios, whi
h have a bandwidth of 2Mbps anda nominal transmission radius of 250m. TCP pa
ketsize was 1460 bytes, and the maximum window waseight pa
kets.Unless otherwise noted, all of our simulation re-sults are based on the average throughput of 50 s
e-narios, or patterns. Ea
h pattern, generated ran-domly, designates the initial pla
ement and headingof ea
h of the nodes over the simulated time. We usethe same pattern for di�erent mean speeds. Thus, fora given pattern at di�erent speeds, the same sequen
eof movements (and link failures) o

ur. The speed ofea
h node is uniformly distributed in an interval of0:9v�1:1v for some mean speed v. For example, 
on-sider one of the patterns, let's 
all it I . A node x inI that takes time t to move from point A to point Bin the 10 m/s run of I will take time t=2 to traversethe same distan
e in the 20 m/s run of I . So, x willalways exe
ute the exa
t same sequen
e of moves in

I , just at a proportionally di�erent rate. See [19℄ formore details on the mobility patterns.3. Performan
e Metri
In this performan
e study, we set up a single TCP-Reno 
onne
tion between a 
hosen pair of sender andre
eiver nodes and measured the throughput over thelifetime of the 
onne
tion. We use throughput as theperforman
e metri
 in this paper.The TCP throughput is usually less than \opti-mal" due to the TCP sender's inability to a

uratelydetermine the 
ause of a pa
ket loss. The TCP senderassumes that all pa
ket losses are 
aused by 
onges-tion. Thus, when a link on a TCP route breaks, theTCP sender rea
ts as if 
ongestion was the 
ause,redu
ing its 
ongestion window and, in the instan
eof a timeout, ba
king-o� its retransmission timeout(RTO). Therefore, route 
hanges due to host mobility
an have a detrimental impa
t on TCP performan
e.To gauge the impa
t of route 
hanges on TCPperforman
e, we derived an upper bound on TCPthroughput, 
alled the expe
ted throughput. TheTCP throughput measure obtained by simulation isthen 
ompared with the expe
ted throughput.We obtained the expe
ted throughput as follows.We �rst simulated a stati
 (�xed) network of n nodesthat formed a linear 
hain 
ontaining n � 1 wirelesshops (similar to the \string" topology in [17℄). Thenodes used the 802.11 MAC proto
ol for medium a
-
ess. Then, a one-way TCP data transfer was per-formed between the two nodes at the ends of the lin-ear 
hain, and the TCP throughput was measured be-tween these nodes. This set of TCP throughput mea-surements is analogous to that performed by Gerla etal. [17℄, using similar (but not identi
al) MAC pro-to
ols.Figure 1 presents the measured TCP throughputas a fun
tion of the number of hops, averaged overten runs. Observe that the throughput de
reasesrapidly when the number of hops is in
reased from 1,and then stabilizes on
e the number of hops be
omeslarge. The primary reason for this trend is due to the
hara
teristi
s of 802.11. Consider the simple fourhop network shown in Figure 2. In 802.11, when link
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Hops Throughput(Kbps)1 1463.02 729.03 484.44 339.95 246.46 205.27 198.18 191.89 185.310 182.4Figure 1. TCP-Reno throughput over an 802.11 �xed, linear, multi-hop network of varying length (in hops).
21 3 4 5Figure 2. A simple multi-hop network.1{2 is a
tive only link 4{5 may also be a
tive. Link2{3 
annot be a
tive be
ause node 2 
annot trans-mit and re
eive simultaneously, and link 3{4 may notbe a
tive be
ause 
ommuni
ation by node 3 may in-terfere with node 2. Thus, throughput on an i hop802.11 network with link 
apa
ity C is bounded byC=i for 1 � i � 3, and C=3 otherwise. The de
linein Figure 1 for i � 4 is due to 
ontention 
aused bythe ba
kward 
ow of TCP ACKs. For further expla-nation of this trend, we refer the reader to [17℄. Ourobje
tive here is only to use these measurements todetermine the expe
ted throughput.The expe
ted throughput is a fun
tion of the mo-bility pattern. For instan
e, if two nodes are alwaysadja
ent and move together (similar to two passen-gers in a 
ar), the expe
ted throughput for the TCP
onne
tion between them would be identi
al to thatfor 1 hop in Figure 1. On the other hand, if the twonodes are always in di�erent partitions of the net-work, the expe
ted throughput is 0. In general, to
al
ulate the expe
ted throughput, let ti be the du-ration for whi
h the shortest path from the sender tore
eiver 
ontains i hops (1 � i � 1). Let Ti denotethe throughput obtained over a linear 
hain using ihops. When the two nodes are partitioned, we 
on-sider that the number of hops i is 1 and T1 = 0.

The expe
ted throughput is then 
al
ulated asexpe
ted throughput = P1i=1 ti � TiP1i=1 ti (3.1)Of 
ourse,P1i=1 ti is equal to the duration for whi
hthe TCP 
onne
tion is in existen
e. The measuredthroughput may never be
ome equal to the expe
tedthroughput, for a number of reasons. For instan
e,the underlying routing proto
ol may not use theshortest path between the sender and re
eiver. Also,Equation 3.1 does not take into a

ount the perfor-man
e overhead of determining new routes after aroute failure. Despite these limitations, the expe
tedthroughput serves as a reasonable upper bound withwhi
h the measured performan
e may be 
ompared.Su
h a 
omparison provides an estimate of the per-forman
e degradation 
aused by host mobility in adho
 networks.4. Measurement of TCP-Reno ThroughputFigure 3(a) reports the measured TCP-Reno through-put and the expe
ted throughput as a fun
tion of themean speed of movement.Note that the expe
ted throughput is independentof the speed of movement. In Equation 3.1, when thespeed is in
reased, the values of ti for all i be
omessmaller, but the ratio ti=tj for any i and j remains the
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(b) Per-pattern measured throughputs for the 20 m/s and30 m/s points shown in (a).Figure 3. Throughput for a single TCP-Reno 
onne
tion over a mobile ad ho
 network.same. Therefore, the expe
ted throughput for a givenmobility pattern, 
al
ulated using Equation 3.1, isindependent of the speed.Intuition suggests that when the speed is in
reasedthen route failures happen more qui
kly, resulting inpa
ket losses, and frequent route dis
overies. Thus,intuitively, TCP throughput should monotoni
allydegrade as the speed is in
reased. In Figure 3(a),the throughput drops sharply as the mean speed isin
reased from 2 m/s to 10 m/s. However, when themean speed is in
reased from 10 m/s to 20 m/s and30 m/s, the throughput averaged over the 50 runsde
reases only slightly. This is a 
ounter-intuitiveresult. The reason 
an be attributed, in part, tothe network layer's problems maintaining routes forpaths longer than a few hops at the higher nodespeeds. Thus, beyond a 
ertain speed, throughputwas 
ommonly a
hieved only in the situation wherethe sender and re
eiver were within a few hops ofea
h other. Another 
ontributing fa
tor to this re-sult is that, under 
ertain 
ir
umstan
es, through-put 
ould potentially in
rease with speed. Consider,for example, Figure 3(b), whi
h plots the through-put for ea
h of the 50 mobility patterns for the 20m/s and 30 m/s mean speeds used in our simulations(the patterns are sorted, in this �gure, in the orderof their throughputs at 20 m/s). Observe that, for
ertain mobility patterns, the throughput in
reaseswhen the speed is in
reased. This 
an happen, forinstan
e, when fortuitous timing of TCP and MAC

retransmissions, with regard to the state of the net-work (e.g. the position of the nodes in the network),results in the re-establishment of the pa
ket 
ow atthe higher speed but not at the slower speed. Se
-tion 5 dis
usses this anomaly in more detail.Figure 4 provides a di�erent view of the TCPthroughput measurements. In this �gure, we plotthe measured throughput versus expe
ted through-put for ea
h of the 50 mobility patterns. The fourgraphs 
orrespond to ea
h of the four di�erent meanspeeds of movement. Be
ause the expe
ted through-put is an upper bound, all the points plotted in thesegraphs are below the diagonal line (of slope 1). Whenthe measured throughput is 
loser to the expe
tedthroughput, the 
orresponding point in the graph is
loser to the diagonal line, and vi
e versa. The fol-lowing observations 
an be made from Figure 4:� Although, for any given speed, the points may belo
ated near or far from the diagonal line, whenthe speed is in
reased the points tend to moveaway from the diagonal, signifying a degradationin throughput. Later in this paper, we show that,using a TCP optimization, the 
luster of points inthis �gure 
an be brought 
loser to the diagonal.� On the other hand, for a given speed, 
ertainmobility patterns a
hieve throughput 
lose to 0,although other mobility patterns (with the samemean speed) are able to a
hieve a higher through-put.
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(d) speed = 30 m/sFigure 4. Comparison of measured and expe
ted throughput for the 50 mobility patterns� Even at high speeds, some mobility patterns re-sult in high throughput that is 
lose to the ex-pe
ted throughput (for instan
e, see the points
lose to the diagonal line in Figure 4(
) and (d)).This o

urs for mobility patterns in whi
h, de-spite moving fast, the rate of link failures is low(as dis
ussed earlier, if two nodes move together,the link between them will not break, regardlessof their speed).Se
tion 5 provides explanations for some observa-tions made based on the data presented in Figures 3and 4.5. Mobility Indu
ed BehaviorsIn this se
tion, we look at examples of mobil-ity indu
ed behaviors that result in unexpe
ted per-forman
e. The measured throughput of the TCP
onne
tion is a fun
tion of the intera
tion betweenthe 802.11 MAC proto
ol, the ARP proto
ol, theDSR routing proto
ol, and TCP's 
ongestion 
on-trol me
hanisms. As su
h, there are likely to be sev-eral plausible explanations for any given observation.Here, for ea
h observation, we give one su
h expla-nation that we have been able to 
on�rm using themeasured data.5.1. Some mobility patterns yield very lowthroughputWe present one observed s
enario wherein loss ofsome TCP data and a
knowledgment pa
kets (due toroute failures) results in zero throughput. Note thatwe measure throughput as a fun
tion of the amountof data that has been a
knowledged to the sender.

In the example s
enario dis
ussed here, no a
knowl-edgments are re
eived by the sender during the 120se
ond lifetime of the TCP 
onne
tion (the averagespeed for this 
ase is 30 m/s). However, the expe
tedthroughput for the mobility pattern in this run is694Kbps. A path exists between the TCP senderand re
eiver nearly the entire time.Evnt Time (se
s) Node SeqNo Pkt Resns 0.000 1 1 t
pD 0.191 5 1 t
p NRTEs 6.000 1 1 t
pr 6.045 2 1 t
ps 6.145 2 1 a
kD 6.216 21 1 a
k NRTEs 18.000 1 1 t
ps 42.000 1 1 t
ps 90.000 1 1 t
pD 120.000 15 1 t
p ENDD 120.000 16 1 t
p ENDD 120.000 25 1 t
p ENDTable 1Pa
ket tra
e for a 30 m/s run that experien
ed zero throughput.A 
ondensed version of the simulation pa
ket tra
eis shown in Table 1. This tra
e was obtained withnode 1 as the TCP sender and node 2 as the TCP re-
eiver. In the table, the Evnt 
olumn lists the eventtype { s denotes that a pa
ket is sent, r denotes thata pa
ket is re
eived, and D denotes that a pa
ketis dropped. The Resn 
olumn lists the reason whya pa
ket is dropped { NRTE means that the rout-ing proto
ol 
ould not �nd a route and END meansthe simulation �nished. The Node, SeqNo, and Pkt
olumns report the node at whi
h the event o

urred,
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e number1 of the pa
ket depi
ted inthe event, and the type of pa
ket, respe
tively.In this s
enario, the sender and the re
eiver nodeare initially six hops apart and stay within six hopsof ea
h other for all but 6 se
onds of the 120 se
ondsimulation. For 6 se
onds, the network is partitioned,with the sender and re
eiver nodes being in di�erentpartitions.Soon after the �rst pa
ket is sent by node 1, alink break o

urs along the route that 
auses a par-tition in the network. The partition 
auses the �rstpa
ket to be dropped (at time 0.191 se
onds) by therouting proto
ol on node 5, whi
h was the forward-ing node that dete
ted the link failure. Eventually,the TCP sender on node 1 times-out and retransmitsthe pa
ket (at time 6.000). On the se
ond attempt,the pa
ket rea
hes the re
eiver, node 2, who sends adelayed a
knowledgment (at time 6.145). However,the a
knowledgment is sent on a route from node 2's
a
he that is stale (i.e., some links on the route arebroken), so the a
knowledgment is later dropped (attime 6.216). The remaining attempts to retransmitthe pa
ket also fail be
ause of stale 
a
hed routes. Inea
h instan
e, the pa
ket is held by the ARP layerof a forwarding node until the end of the simulation(see the rows with Evnt = D and Resn = END inTable 1). Ea
h ARP layer is left holding a pa
ketbe
ause its attempts to resolve the IP address of thenext node in the route to a MAC address fail be
auseof mobility.Therefore, the TCP sender is unable to re
eive anya
knowledgment from the re
eiver.5.2. Anomaly: Throughput in
reases when speed isin
reasedIn the example dis
ussed in this se
tion, TCPthroughput improves by a fa
tor of 1.5 when thespeed is in
reased from 10 m/s to 20 m/s. In thes
enario under 
onsideration, the TCP sender andre
eiver were able to rea
h ea
h other 100% of the1 These are sequen
e numbers assigned by ns to TCP pa
kets.ns does not number ea
h o
tet individually; instead, thepa
kets are numbered sequentially as 1, 2, et
. All referen
esto TCP sequen
e numbers in this paper are the ns assignedsequen
e numbers.

time, and spent 74% of the time at most two hopsaway. The nodes were never more than three hopsaway.The 
hara
teristi
s of the 
onne
tion between theTCP sender and re
eiver 
an be seen in the mobilitypattern pro�le shown in Figure 5(a) (see [19℄ for sim-ilar details on all of the patterns). The ti
ks shownat the top of the pro�le mark the points in the pat-tern at whi
h the minimum path between the TCPsender and re
eiver 
hanged. The 
urve shows theminimum path length (distan
e) in hops between thesender and re
eiver for the duration of the pattern.Noti
e that a 
hange in the minimum path is not al-ways 
aused by a 
hange in path length (e.g. at the0.28 mark in Figure 5(a)), be
ause the nodes on thepath may 
hange even though the total number ofhops stays the same.The other 
urves in Figure 5 show the meanthroughput over the TCP 
onne
tion (averaged over1 se
ond) for ea
h of the four mean node speeds.Note that, as mentioned in Se
tion 2, the sequen
e ofmoves that ea
h node makes is identi
al, regardlessof the mean speed.The only di�eren
e is that a distan
e 
overed by anode, say x, over time t, su
h as in �gure (b), takes xa time of t=2 to 
over in �gure (
). This is analogousto a movie in whi
h the time taken to show the samenumber of frames at rate r takes half the time toshow at rate 2r. Thus, the mobility pattern pro�leshown in (a) 
an be used as a referen
e point for theother 
urves in Figure 5. Note that the variations inthe throughput for 
urves (b)� (e) are 
orrelated tothe path length in (a) be
ause of the e�e
t shown inFigure 1, whi
h we dis
ussed earlier. Also note thatDSR does not always use the minimum path whenone is available, as seen around the 1450s mark ofFigure 5(b).Dis
ussion of Figure 5(
) In the 10 m/s run, therouting proto
ol uses symmetri
 forward and reverseroutes (of optimal length) between the TCP senderand re
eiver for the �rst 50s of the simulation, result-ing in good initial throughput.However, the sequen
e of path 
hanges around the50s mark 
auses the TCP sender to ba
k-o�, from
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(e) mean speed = 30 m/sFigure 5. TCP-Reno performan
e for mobility pattern No. 20, demonstrating that an in
rease in mean node speed may resultin an in
rease in mean throughput. The ti
ks at the top of (a) denote 
hanges on the minimum path between the TCP senderand re
eiver. The 
urves in (b) � (e) show the measured throughput for the 
onne
tion, averaged over 1 se
ond intervals.whi
h it fails to re
over, until the �nal 30s of thesimulation. The details of the pa
ket a
tivity aroundthe moment at whi
h the initial ba
k-o� o

urs isshown in Figure 6. Leading up to the failure, theforward and reverse routes are symmetri
 and opti-mal in length (two hops). Around the 50.4s mark,the route breaks (be
ause of mobility) at the link be-tween the intermediate node and the TCP re
eiver.This results in the queuing of nearly a full window ofpa
kets at the intermediate node. The intermediatenode salvages the queued pa
kets, then su

essfullydelivers them to the re
eiver on a new forward route

(seen around the 50.58s mark). After dete
ting thefailed link, the re
eiver 
hooses a new reverse routefor sending a
knowledgments, whi
h is di�erent thanthe forward route. However, the reverse route thatit 
hooses is also stale, so several a
knowledgmentsare lost before salvaging results in the arrival of twoof the a
knowledgments at the TCP sender aroundthe 50.72s mark. These a
knowledgments trigger aburst of pa
kets from the sender, whi
h are imme-diately queued by the forwarding node at the nexthop in the path, be
ause, although the reverse routeis good, the forward route is now broken by mobil-
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Figure 6. Detailed pa
ket plot showing the beginning moments, around the 50s mark in Figure 5(
), at whi
h a sequen
e ofpath 
hanges, shown in Figure 5(a), 
auses TCP to repeatedly timeout and ba
k-o�. Pa
ket Sent and Pa
ket Re
v indi
ate thetime at whi
h a TCP data pa
ket with the indi
ated ns sequen
e number was sent by the sender and arrived at the re
eiver,respe
tively, A
k Re
v indi
ates the time at whi
h a TCP a
knowledgment was re
eived by the sender with the indi
atedsequen
e number, and Pa
ket Dropped indi
ates the time at whi
h a data pa
ket with the indi
ated sequen
e number wasdropped.ity. Another a
knowledgment arrives later (aroundthe 50.87s mark), resulting in the queuing of anotherpa
ket. Meanwhile, the forwarding node, whi
h nowhas the full window queued, repeatedly tries to sal-vage the pa
kets. This �nally results in the loss ofhalf of the pa
kets (around the 50.98s mark) by ARP,whi
h fails to determine the MAC address of the nodeover the next hop in the salvaged route be
ause thenode has moved away. However, half of the pa
ketsare su

essfully salvaged on an alternate route anddelivered (seen between the 51.0s and 51.08s marks),generating a sequen
e of dupli
ate a
knowledgments(dupa
ks) from the re
eiver signifying the pa
ket loss.After the third and fourth dupa
ks arrive, the TCPsender enters fast re
overy and retransmits the lostpa
ket (at the 51.08s mark), but the lost pa
kets
ause the sender to timeout. The retransmission ofthe lost pa
ket by the sender results in a brief burstof pa
kets (seen as a small bump at the 51s mark),but the routes break qui
kly thereafter, as the path
hanges from two to three hops, resulting in lost pa
k-ets that 
ause the sender to timeout again.For all subsequent timeouts, ex
ept one, staleroutes result in pa
ket losses even though the TCPsender and re
eiver are never more than three hopsdistan
e from ea
h other. The one ex
eption o

ursaround the 333s mark, at whi
h time a retransmittedpa
ket results in the re-establishment of pa
ket 
owwhen the nodes are one hop away.Dis
ussion of Figure 5(d) The 20 m/s run sharesmany of the 
hara
teristi
s of the slower 10 m/s run,

but results in higher throughput be
ause a retrans-mission late in the pattern (around the 90s mark)su

eeds in brie
y re-establishing the 
ow of pa
k-ets. Initially, the data 
ow is qui
kly stalled (aroundthe 25s mark) be
ause of the loss of a full windowof pa
kets, whi
h is 
aused by the same sequen
e oflink 
hanges in the pattern that a�e
ted the 10 m/srun. The throughput, again, degrades when repeatedroute failures indu
e pa
ket losses, 
ausing the TCPsender to timeout and ba
k-o�. However, unlike the10 m/s run, the pa
ket 
ow is re-established later inthe pattern (at the 88s mark) when a retransmittedpa
ket results in the dis
overy of a good route whenthe nodes are only two hops apart. This su

ess iswhy the 20 m/s run is able to transfer data at 1.5times the rate of the 10 m/s run, for the same mo-bility pattern.5.3. Summary and ObservationsIn this se
tion, we present a summary of the e�e
tsof mobility on TCP performan
e that we observed inthe previous examples and in our other experiments.From the previous examples, it is 
lear that the
hara
teristi
s of the routing proto
ol have a verysigni�
ant impa
t on TCP performan
e. Most no-table were the problems 
aused by the 
a
hing andpropagation of stale routes. Even in relatively slowly
hanging topologies, the inability of the TCP sender'srouting proto
ol to qui
kly re
ognize and purge staleroutes from its 
a
he resulted in repeated routing fail-ures. Allowing intermediate nodes to reply to route
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Figure 7. A 
omparison of TCP-Reno performan
e when DSRroute replies from 
a
hes are, and are not, allowed.requests with routes from their 
a
hes 
ompli
atedthis problem, be
ause they often responded with staleroutes. This was further ampli�ed by the fa
t thatother nodes 
ould overhear or snoop the stale routesin the replies as they were propagated, spreading thebad information to 
a
hes in other nodes. We sawthe e�e
ts of this problem in our simulations. Forinstan
e, in the simulation run presented in our �rstexample (Se
tion 5.1), the TCP sender tried to usethe same stale route three times be
ause it re
eivedthe route repeatedly from other nodes. In the lattertwo tries, the stale route 
ame to the TCP senderby way of salvaging. The stale route that was usedwas a two hop route between the TCP sender andre
eiver. In ea
h of the two instan
es, a neighboringnode salvaged a pa
ket from the TCP sender usingthe stale route, whi
h the node had stored in its route
a
he. The neighboring node then sent the pa
ket onthe next hop in the salvaged route, ba
k to the TCPsender. The result was that the TCP sender endedup trying to forward its own pa
ket on a route thatit had earlier determined was stale. However, we be-lieve that these problems 
an potentially be solvedusing more e�e
tive 
a
he maintenan
e strategies, in-
luding simple te
hniques like dynami
ally adjustingthe route 
a
he timeout me
hanism depending on theobserved route failure rate, the use of negative routeinformation (mentioned in [6℄), or the use of signalstrength information.Alternatively, replying from 
a
hes 
an be turnedo� altogether. This has a startling improvement in
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Figure 8. A 
omparison of TCP-Reno performan
e when DSRroute replies from 
a
hes are, and are not (NC), allowed, andadditional traÆ
 is in the network: 10 CBR 
onne
tions, ea
hsending 5, 10, and 20 pa
kets per se
ond.performan
e, as shown in Figure 7. However, theseresults are for a single TCP 
onne
tion in a networkwith no other data traÆ
. In a network with multipledata sour
es, the additional routing traÆ
 introdu
edwhen replies from 
a
hes are not used 
ould degradeperforman
e.Therefore, we simulated the same TCP 
onne
tionin a network 
ontaining multiple CBR data sour
esto gauge the impa
t of the additional routing over-head when replies from 
a
hes are not allowed. Theseresults are shown in Figure 8. We looked at threedi�erent levels of network traÆ
 using ten CBR 
on-ne
tions a
ross eight nodes (not in
luding the TCPsender or re
eiver), ea
h sending 512 byte pa
ketsat mean rates of 5, 10, and 20 pa
kets per se
ond(pps). Start times were staggered. For low mobil-ity in the presen
e of CBR traÆ
, disallowing routereplies from 
a
hes results in slightly lower TCP per-forman
e than when route replies from 
a
hes areallowed. This is due, in part, to the impa
t of theadditional routing overhead. For moderate to highmobility, however, we see a 
onsistent improvementin performan
e, whi
h is 
learly evident in the 5 ppsand 10 pps 
urves. We observed that this improve-ment o

urred be
ause the steady traÆ
 providedby the CBR 
onne
tions in
reased the a

ura
y of
a
hed routes by steadily exer
ising routes in the net-work, fa
ilitating qui
k dete
tion of broken links and,summarily, the purging of stale routes. However, forin
reasing levels of traÆ
 the performan
e improve-



G. Holland, N. Vaidya / TCP over Ad Ho
 Networks 11

0 10 20 30

Mean Speed (m/s)

0

100

200

300
M

ea
n 

P
er

-C
on

ne
ct

io
n 

T
hr

ou
gh

pu
t 

(K
bp

s)
 

No Cache
Cache

Figure 9. A 
omparison of TCP-Reno performan
e of �ve TCP
onne
tions when DSR route replies from 
a
he are, and arenot, allowed.ment de
reases due to the additional routing traÆ
,until, for the 20 pps 
urve, disallowing route repliesresults in worse performan
e at 5 and 10 m/s, andonly slight improvement at 20 and 30 m/s.We also looked at a s
enario where multiple TCP
onne
tions share the network. This data is pre-sented in Figure 9, whi
h shows the mean throughputover �ve TCP 
onne
tions (ea
h between separatepairs of nodes) for 30 patterns. Here, also, we seethe same trend as in the previous �gure.Another interesting e�e
t of a routing proto
ol'sbehavior with respe
t to mobility was observed in ourse
ond example (Se
tion 5.2). The fa
t that the TCPdata 
ow was lost at the same point in the mobilitypattern for both runs raised questions about what
hara
teristi
 of the pattern was 
ausing the failure.From Figure 5(a), it is 
lear that the rapid sequen
eof path 
hanges at the 0.13 mark 
aused all four runsto fail. Upon further inspe
tion, we observed that therouting proto
ol regularly failed when the minimumpath in
reased in length. This is apparent in theresults shown in Figure 10.In the �rst few moments of the mobility pattern,shown in Figure 10(a), the TCP sender and re
eivermove 
loser to ea
h other, shortening the path be-tween them from two hops to one (around mark0.01). A few moments later (around mark 0.07),they slowly diverge to a distan
e of �ve hops. In theTCP throughput measurements shown in (b) � (e),it is evident that the data 
ow a
ross the TCP 
on-

ne
tion is maintained when the path is shortened,but is lost when the path is lengthened. This hap-pens several times in the pattern, independent of themean speed of the nodes. Most notably, (b) showsthat even while traveling at a slow speed of 2 m/s, apath 
hange from one hop to two (around the 1500smark) 
an stall the data 
ow. This behavior 
an beattributed, in part, to the routing proto
ol. As theTCP sender and re
eiver move 
loser to ea
h other,DSR 
an often maintain a valid route by shorten-ing the existing route, and often does so before afailure o

urs. However, as the TCP sender and re-
eiver diverge, the in
rease in path length eventually
auses a route failure be
ause DSR does not attemptto lengthen a route until a failure o

urs. The routefailure and subsequent route dis
overy pro
ess oftenresult in the restoration of the route only after theTCP sender has repeatedly timed-out and ba
ked-o�, stalling the data 
ow. This is further magni�edby the 
a
hing and propagation of stale routes, asmentioned previously.However, intuition suggests that this is not a prob-lem that is unique to DSR, but will most likely be aproblem for other rea
tive proto
ols as well. Thus,perhaps a metri
 of routing proto
ol performan
eshould not only measure the proto
ol's ability to re
-ognize optimal routes, but also to qui
kly adjust anexisting route, albeit non-optimally.Another 
hara
teristi
 of DSR that we observeda�e
ting TCP performan
e was the route request re-transmission ba
k-o� algorithm. In DSR, if a routerequest does not generate a timely reply, the re-quester times-out and retransmits the request. Ea
htimeout results in exponential ba
k-o�, whi
h is lim-ited to some �xed maximum value. If this value istoo large, then route requests may o

ur too infre-quently to re
ognize available routes in time to pre-vent TCP's retransmission timer from ba
king-o� toa large value, but if it is too small, then the frequentroute requests may 
ause network 
ongestion. Themaximum value suggested in [6℄ may not be suitablefor good TCP performan
e.Based on these observations, it might be suggestedthat instead of augmenting TCP/IP, it would be bet-ter to improve the routing proto
ols so that mobility
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tively masked. Clearly, extensive modi�-
ations to upper layer proto
ols is less desirable thana routing proto
ol that 
an rea
t qui
kly and eÆ-
iently su
h that TCP is not disturbed. However,regardless of the eÆ
ien
y and a

ura
y of the rout-ing proto
ol, network partitioning and delays will stillo

ur be
ause of mobility, whi
h 
annot be hidden.Thus, in the next se
tion, we analyze some sim-ple modi�
ations to TCP/IP to provide TCP witha me
hanism by whi
h it 
an re
ognize when mobil-ity indu
ed delays and losses o

ur, so that it 
antake appropriate a
tions to prevent the invo
ation of
ongestion 
ontrol.6. TCP Performan
e Using Expli
it Feedba
kIn this se
tion, we present an analysis of the useof expli
it feedba
k on the performan
e of TCP indynami
 networks. The use of expli
it feedba
kis not new, and has been proposed as a te
hniquefor signaling 
ongestion (e.g. ECN [15℄, BECN [26℄,DECBit [28℄), 
orruption due to wireless transmis-sion errors (e.g. EBSN [1℄, ELN [3℄), and link failuresdue to mobility (e.g. [7℄, SCPS-TP [9℄, TCP-F [8℄).Our interest in this se
tion is analyzing the perfor-man
e of the last te
hnique, whi
h we refer to as Ex-pli
it Link Failure Noti�
ation (ELFN) te
hniques.Although the TCP-F paper studies a similar idea,the evaluation is not based on an ad ho
 network.Instead, they use a bla
k-box, that does not in
ludethe evaluation of the routing proto
ol.The obje
tive of ELFN is to provide the TCPsender with information about link and route fail-ures so that it 
an avoid responding to the failures asif 
ongestion o

urred.There are several di�erent ways in whi
h theELFN message 
an be implemented. A simplemethod would be to use a \host unrea
hable" ICMPmessage as a noti
e to the TCP sender. Alternatively,if the routing proto
ol already sends a route failuremessage to the sender, then the noti
e 
an be piggy-ba
ked on it. This is the approa
h we took in thisanalysis. We modi�ed DSR's route failure messageto 
arry a payload similar to the \host unrea
hable"ICMP message. In parti
ular, it 
arries pertinent

�elds from the TCP/IP headers of the pa
ket that in-stigated the noti
e, in
luding the sender and re
eiveraddresses and ports, and the TCP sequen
e number.The addresses are used to identify the 
onne
tion towhi
h the pa
ket belongs, and the sequen
e numberis provided as a 
ourtesy.TCP's response to this noti
e is to disable 
on-gestion 
ontrol me
hanisms until the route has beenrestored. This involves two di�erent issues: whatspe
i�
 a
tions TCP takes in response to the ELFNnoti
e, and how it determines when the route hasbeen restored.We used the following simple proto
ol. When aTCP sender re
eives an ELFN, it disables its re-transmission timers and enters a \stand-by" mode.While on stand-by, a pa
ket is sent at periodi
 inter-vals to probe the network to see if a route has beenestablished. If an a
knowledgment is re
eived, thenit leaves stand-by mode, restores its retransmissiontimers, and 
ontinues as normal. For this study, weele
ted to use pa
ket probing instead of an expli
itnoti
e to signal that a route has been re-established.To see what 
ould be a
hieved with this proto
ol,we studied variations in the parameters and a
tionsand measured their e�e
ts on performan
e. In par-ti
ular, we looked at the following:� Variations in the length of the interval betweenprobe pa
kets.� Modi�
ations to the retransmission timeout value(RTO) and 
ongestion window upon restorationof the route.� Di�erent 
hoi
es of what pa
ket to send as aprobe.The results of these studies are presented below.Ea
h 
urve is based on the mean throughput for the50 di�erent mobility patterns we used earlier.Figure 11 is the analogue of Figure 4, ex
ept thatthe results in Figure 11 are based on simulations inwhi
h TCP-Reno was modi�ed to use ELFN (with a2s probe interval). Clearly, the use of ELFN has im-proved the mean throughput for ea
h of the speeds,as eviden
ed by the 
loser proximity of the measuredpattern throughputs to the expe
ted throughput line.The tighter 
lustering of the points also suggests that
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(e) mean speed = 30 m/sFigure 10. TCP-Reno performan
e for mobility pattern No. 46, showing that an in
rease in the minimum path length betweenthe TCP sender and re
eiver 
onsistently results in the loss of data 
ow a
ross the 
onne
tion. The ti
ks at the top of (a) denote
hanges on the minimum path between the TCP sender and re
eiver. The 
urves in (b) � (e) show the measured throughputfor the 
onne
tion, averaged over 1 se
ond intervals.
0 500 1000

Expected Throughput (Kbps)

0

500

1000

M
ea

su
re

d 
T

hr
ou

gh
pu

t 
(K

bp
s)

(a) speed = 2 m/s 0 500 1000

Expected Throughput (Kbps)

0

500

1000

M
ea

su
re

d 
T

hr
ou

gh
pu

t 
(K

bp
s)

(b) speed = 10 m/s 0 500 1000

Expected Throughput (Kbps)

0

500

1000

M
ea

su
re

d 
T

hr
ou

gh
pu

t 
(K

bp
s)

(
) speed = 20 m/s 0 500 1000

Expected Throughput (Kbps)

0

500

1000

M
ea

su
re

d 
T

hr
ou

gh
pu

t 
(K

bp
s)

(d) speed = 30 m/sFigure 11. Per-pattern performan
e of TCP with ELFN using a 2s probe interval.
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Figure 12. Performan
e 
omparison between basi
 TCP-Renoand TCP-Reno with ELFN using varying probe intervals.the use of ELFN te
hniques improves throughputa
ross all patterns, rather than dramati
ally in
reas-ing just a few. However, noti
e that for one patternperforman
e was worse when ELFN was used. InFigure 4(
) there is a pattern whi
h has a measuredthroughput very near to its expe
ted throughput (i.e.it is very 
lose to the line), whi
h is not present inFigure 11(
). In this instan
e, the unusually goodperforman
e of TCP was a 
onsequen
e of fortuitoustiming of pa
ket retransmissions, with regard to thestate of the network, that did not o

ur when ELFNwas used. This is further eviden
e of the 
omplexnature of TCP. The general trend, however, shows aperforman
e improvement when ELFN is used.Figure 12 shows the measured throughput as aper
entage of the expe
ted throughput for variousprobe intervals. Based on these results, it is appar-ent that the throughput is 
riti
ally dependent on thetime between probe pa
kets. This dependen
y existsbe
ause in
reasing the time between probes delaysthe dis
overy of new routes by the length of the inter-val. Thus, it is no surprise that if the probe intervalis too large, then the throughput will degrade belowthat of standard TCP, as shown by the results forprobe intervals of 30s. Intuitively, if the probe inter-val is too small, then the rapid inje
tion of probes intothe network will 
ause 
ongestion and lower through-put. Thus, instead of a �xed interval, perhaps 
hoos-ing an interval that is a fun
tion of the RTT 
ouldbe a more judi
ious 
hoi
e. However, based on thesensitivity of the throughput to the interval size, the
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Figure 13. Performan
e 
omparison of di�erent window andRTO modi�
ations in response to the re
eipt of an ELFN mes-sage.fun
tion must be 
hosen very 
arefully.In addition to varying the probe intervals, we alsolooked at the performan
e advantages of adjustingthe 
ongestion window and/or retransmission time-out (RTO) after the failed route had been restored.These results are shown in Figure 13. In the �gure,ELFN represents the 
ase where no 
hanges are madeto TCP's state be
ause of ELFN. Thus, TCP's state(
ongestion window, RTO, et
.) are the same afterthe route is restored, as it was when the ELFN was�rst re
eived. W/ELFN represents the 
ase wherethe 
ongestion window is set to one pa
ket after theroute has been restored, and RTO/W/ELFN repre-sents the 
ase where the RTO is set to the defaultinitial value (6s in these simulations) and the windowis set to one after the route is restored. Adjusting thewindow seemed to have little impa
t on the results.This is believed to be due to the fa
t that the optimalwindow (the bandwidth/delay produ
t) of the simu-lated network is a relatively small number of pa
kets,so it takes only a few round trips to ramp up to theoptimal window after a failure. However, altering theRTO had a more signi�
ant impa
t on throughput.We suspe
t that this is due to a 
ombination of fa
-tors, but is most probably 
aused by the frequen
yat whi
h routes break, 
oupled with ARP's pro
liv-ity, as implemented, to silently drop pa
kets. Thus,if a restored route immediately breaks again and re-sults in a failed ARP lookup, then the sender willlikely timeout. Given the length of the timeout, itdoes not take many su
h o

urren
es to dramati
ally
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Figure 14. Performan
e 
omparison between basi
 TCP-Renoand TCP-Reno with ELFN using di�erent 
hoi
es for theprobe pa
ket.a�e
t performan
e.We also took a brief look at the impa
t that the
hoi
e of probe pa
ket had on performan
e, whi
his shown in Figure 14. We 
onsidered two possibili-ties: always send the �rst pa
ket in the 
ongestionwindow (First/ELFN in the �gure), or retransmitthe pa
ket with the lowest sequen
e number amongthose signaled as lost in the ELFNs that were re-
eived (Lowest R
vd/ELFN). The �rst approa
h isintuitive, the se
ond approa
h was 
hosen with theoptimisti
 thinking that perhaps some pa
kets in thewindow did get through, and, if the route is restoredqui
kly, then the next pa
ket in sequen
e will be in
ight. However, as shown by the results, this hadalmost no impa
t whatsoever. We suspe
t that thishas to do with the fa
t that routes, on
e broken, wererarely restored qui
kly. In addition, as shown in Se
-tion 5, the presen
e of di�erent forward and reverseroutes equalizes the two approa
hes when only theforward link breaks, sin
e those pa
kets that did getthrough before the break are a
knowledged via thereverse 
hannel. Thus, the lowest sequen
e numberof the pa
kets lost would also happen to be the �rstin the window.Finally, we looked at how well the ELFN proto-
ol performs in networks that 
ontain multiple datasour
es by repeating the set simulations that wereused for the throughput 
urves with 
a
he replies en-abled in Figure 8 and Figure 9, only now using ELFNas well. The results with CBR traÆ
 are shownin Figure 15, and the results for multiple TCP 
on-ne
tions are shown in Figure 16. Ea
h 
urve is the
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Figure 15. Performan
e 
omparison of TCP-Reno and TCP-Reno with ELFN when additional traÆ
 is in the network.The additional traÆ
 is provided by 10 CBR 
onne
tions, ea
hsending 5, 10, and 20 pa
kets per se
ond (pps).
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Figure 16. Performan
e 
omparison of TCP-Reno and TCP-Reno with ELFN for �ve 
on
urrent TCP 
onne
tions.average over 30 patterns. The ELFN proto
ol used4s probes. Based on these results, it appears thatsimilar performan
e bene�ts 
an be expe
ted in 
on-gested networks, as in the un
ongested network.7. Related WorkBe
ause routing is an important problem in mo-bile ad ho
 networks, resear
hers have explored manyrouting proto
ols for this environment (e.g. [22,10,11,18,20,27,34,29,30,33,35,25,13,32,16,31℄), many basedon, or developed as a part of, work produ
ed by earlyDARPA pa
ket-radio programs su
h as PRNet [21℄,and SURAN [23,24℄.Re
ently, some resear
hers have 
onsidered theperforman
e of TCP on multi-hop networks [17,8℄.



16 G. Holland, N. Vaidya / TCP over Ad Ho
 NetworksGerla et al. [17℄ investigated the impa
t of the MACproto
ol on performan
e of TCP on multi-hop net-works. Chandran et al. [8℄ proposed the TCP-Feedba
k (TCP-F) proto
ol, whi
h uses expli
it feed-ba
k in the form of route failure and re-establishment
ontrol pa
kets. Performan
e measurements werebased on a simple one-hop network, in whi
h the linkbetween the sender and re
eiver failed/re
overed a
-
ording to an exponential model. Also, the routingproto
ol was not simulated.Durst et al. [12℄ looked at the Spa
e Communi-
ations Proto
ol Spe
i�
ations (SCPS), whi
h are asuite of proto
ols designed by the Consultative Com-mittee for Spa
e Data Systems (CCSDS) for satellite
ommuni
ations. SCPS-TP handles link failures us-ing expli
it feedba
k in the form of SCPS ControlMessage Proto
ol messages to suspend and resume aTCP sender during route failure and re
overy. Per-forman
e measurements fo
used on link asymmetryand 
orruption over last-hop wireless networks, 
om-mon in satellite 
ommuni
ations.8. Con
lusions and Future WorkIn this paper, we investigated the e�e
ts of mobil-ity on TCP performan
e in mobile ad ho
 networks.Through simulation, we noted that TCP throughputdrops signi�
antly when node movement 
auses linkfailures, due to TCP's inability to re
ognize the dif-feren
e between link failure and 
ongestion. We thenmade this point 
learer by presenting several spe
i�
examples, one of whi
h resulted in zero throughput,the other, in an unexpe
ted rise in throughput withan in
rease in speed. We also introdu
ed a new met-ri
, expe
ted throughput, whi
h provides a more a

u-rate means of performan
e 
omparison by a

ountingfor the di�eren
es in throughput when the number ofhops varies. We then used this metri
 to show howthe use of expli
it link failure noti�
ation (ELFN)
an signi�
antly improve TCP performan
e, and gavea performan
e 
omparison of a variety of potentialELFN proto
ols. In the pro
ess, we dis
overed somesurprising e�e
ts that route 
a
hing 
an have on TCPperforman
e.In the future, we intend to investigate ELFN pro-

to
ols in more detail, as well as the e�e
ts that othermobile ad ho
 routing proto
ols have on TCP perfor-man
e. Currently, we are also studying the impa
tthat the link-layer has on TCP performan
e, su
h asaggregate delay 
aused by lo
al retransmissions overmultiple wireless hops.More resear
h is needed to better understand the
omplex intera
tions between TCP and lower layerproto
ols when used over mobile ad ho
 networks,and to �nd solutions to the problems 
aused by theseintera
tions. One su
h problem that we identi�edwas the intera
tion between TCP and ARP. TheARP in the extensions is based on a BSD imple-mentation, with a one-pa
ket queue and no requesttimeout me
hanism. Thus, pa
kets were regularlydropped or held inde�nitely while awaiting resolu-tion. A more advan
ed ARP needs to be employed,su
h as one that will provide for the queuing of multi-ple pa
kets awaiting resolution, with a timeout me
h-anism to promptly signal failure. Another problemwe identi�ed was the signi�
ant impa
t that route
a
he management has on TCP performan
e. The re-sults suggest that more aggressive 
a
he managementproto
ols are needed to 
ounter the e�e
ts of mobil-ity, su
h as the use of adaptive route 
a
he timeouts,negative information, or signal strength information.A
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