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ABSTRACT

Study of Distributed Fair Scheduling in Wireless Local Area
Networks. (August 2000)
Seema Gupta, M.Sc., Indian Institute of Technology

Chair of Advisory Committee: Dr. Nitin H. Vaidya

A Fair Scheduling policy is required to support differentiated QoS require-
ments of contending flows in a wireless channel. This thesis presents a study of the
Distributed Fair Scheduling (DFS) algorithm proposed for wireless Local Area Net-
works. The thesis evaluates DFS protocol and studies the unfairness in IEEE 802.11
standard.

The wireless channel capacity varies with time and location due to the presence of
location-dependent wireless errors. Therefore, the error-free scheduling specification
is not sufficient for fair allocation of channel capacity amongst contending flows in an
error-prone wireless channel. This thesis borrows the idea of dynamic weight adjust-
ment from prior work and applies it in the Distributed Fair Scheduling algorithm to

provide long-term fairness in the presence of wireless errors.
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CHAPTER I

INTRODUCTION

Fairness in wireless mediums is a challenging problem. A fair scheduling policy is
required to support differentiated Quality of Service (QoS) requirements of differ-
ent applications. Some applications such as voice, are delay-sensitive and require a
guaranteed share of bandwidth allocated to them. Video applications can tolerate
losses and can adapt to variations in available bandwidth. To account for such dif-
ferentiated QoS requirements, fair scheduling policies introduce a notion of weights
associated with each flow. The weight of a flow is a measure of the dynamic share of
bandwidth the scheduler promises to allocate to the flow. The goal of a fair scheduler
is to allocate bandwidth in proportion to the weights of the flows.

Most of the proposed fair scheduling policies [1], [8], [9], [18], assume a centralized
scheduler that has information about the backlog of all flows. This thesis relates to
the study of fairness in a wireless Local Area Network (LAN). The IEEE 802.11 [10]
wireless LAN standard specifies a Distributed Co-ordination Function that follows a
distributed implementation. 802.11 does not have any provision for weights and does
not account for variable length packets. 802.11 is unfair over short time scales, and
is biased towards flows with large packet sizes. A Distributed Fair Scheduling (DFS)
protocol for a wireless LAN is presented in [20]. DFS allocates bandwidth to flows in
proportion to their weights and accounts for variable packet sizes.

DFS schedules packets for transmission based on their eligibility. Because of
the distributed nature of the protocol, there may be collisions, which cause priority

reversal and affect the fairness achieved. This thesis presents a study of the DFS

OThe journal model is IEEE Transactions on Automatic Control.



protocol and fairness in DF'S.

It is difficult to quantify fairness in the wireless medium due to the presence of
wireless errors. Wireless errors vary with time and location. Therefore, the error-
free scheduling specification is not sufficient for fair allocation of channel capacity
amongst contending flows in an error-prone wireless channel. This thesis borrows the
idea of dynamic weight adjustment from [5], and applies it to the Distributed Fair
Scheduling algorithm. A flow lagging due to wireless errors can reclaim lost bandwidth
by dynamically adjusting weights. Administrative controls can be exercised to limit
the amount of compensation allowed to erroneous flows by means of a power factor
proposed in [5]. This thesis borrows the idea of distinguishing losses due to errors
and losses due to collisions from [21]. Simulation results show that long-term fairness
can be achieved by erroneous flows in DFS with dynamic adjustment of weights.

The reminder of the thesis is organized as follows. Chapter II describes the
basic DFS protocol presented in [20]. It presents the motivation for this thesis,
and describes the related work. Chapter III describes the details of the simulation
scenarios and parameters used. It briefly describes the performance of DFS presented
in [21] for the sake of completeness. Chapter IV presents a study of fairness in the DFS
protocol and suggests an enhancement to 802.11 to improve its fairness. Chapter V
evaluates the performance of DFS with dynamic weight adjustment in the presence

of wireless errors. Chapter VI gives the conclusions and scope for future work.



CHAPTER II

BACKGROUND
IEEE 802.11 [10] is a Medium Access Control (MAC) protocol that uses Carrier
Sense Multiple Access with Collision Avoidance. IEEE 802.11 standard specifies
that the sender would transmit a short Request-To-Send (RTS) frame and wait for
a Clear-To-Send (CTS) frame from the receiver before transmitting the data frame.
These frames contain information about the length of the data packet to follow. This
enables the neighbors overhearing the packet to backoff for that duration and prevent
a collision with the on-going transmission of the data packet. The receiver sends a

short Acknowledgement (ACK) frame upon the successful receipt of the data packet.

A. IEEE 802.11 Distributed Co-ordination Function

In the Distributed Co-ordination Function of the IEEE 802.11 standard [10], [20], a
node ¢ wishing to transmit a packet chooses a backoff interval of B; slots. The backoff
interval is a random variable that is uniformly distributed over an interval [0, cw],
where cw is the size of the contention window. When the channel becomes idle for
a difs [10] period, node i starts decrementing B; by one after each slot time. If the
channel becomes busy, it freezes the backoff timer B; and restarts it when the channel
becomes idle for a difs period again. When B; becomes zero, node ¢ sends an RTS
to the intended destination. If two nodes choose the same backoff interval and start
counting down together, their RT'Ss will collide. Then the colliding nodes choose new
backoff intervals and repeat the process of contention. After the successful receipt
of an RTS, the receiver sends back a CTS to the sender. The sender transmits data
after getting the CTS and the receiver sends back an ACK after receiving the data

packet reliably.



B. Distributed Fair Scheduling Protocol

This section summarizes the basic DFS protocol presented in [20] to lay the back-
ground for further understanding of the protocol in later chapters.

DFS chooses backoff intervals based on the length of the packet and the weight
of the flow. When a node ¢ with weight w; wishes to transmit its k-th packet of length

I¥, it chooses a backoff interval B; as,

1k
B; = | Scaling_Factor x — (2.1)
Wy
Scaling_Factor allows for the choice of a suitable scale for the backoff intervals.

To reduce the possibility of collisions, the authors propose a randomization of B; as

follows,
B; = |p* By (22)

where p is a random variable with mean 1. B; thus obtained is referred to as the
initial backoff interval.

DFS separates the backoff intervals used initially from those used after colli-
sion. When a collision occurs for node i, it chooses a new backoff interval as follows.

Colliston Window and MazCollision are constant parameters.

e ChollisionCounter is incremented by 1.

o if CollisionCounter < MaxzCollision then, a variable z is chosen uniformly
distributed in I,QCollisionC’ounter—l * C’ollisionW@'ndow], and B; is chosen
to be the smallest prime larger than x. Otherwise, cw = 2 x cw + 1 and B; is

chosen to be a random number uniformly distributed in the interval [0, cw].



The above procedure of collision resolution in DFS chooses a relatively small B;
after collision. The rationale behind the choice of a small window after collision as
explained by the authors, is that the initial backoff intervals represent the eligibility
of the packet. Since a packet met with a collision, it should be given preference by
assigning a small B; after collision. However, B; grows exponentially with the number
of consecutive collisions to protect against the situation when many nodes collide.

The DFS protocol allocates throughput in proportion to the weights of the flows.
It accounts for variable packet sizes and variable weights. Chapter III describes the

performance of DFS in comparison to 802.11 as presented in [21].

C. Motivation

DFS can be implemented with simple modifications to IEEE 802.11. A motivation
behind this work is to understand short-term fairness in DFS. DFS provides fair al-
location of channel bandwidth in the error-free environment. It fails to provide fair
allocation in the presence of wireless errors. The wireless medium is typically char-
acterized by location-dependent errors [17]. Any fair scheduling scheme for wireless
environments that does not account for errors may not be useful in error-prone wire-
less environments. Hence, this work also derives motivation to provide fairness in

DFS in the presence of wireless errors.

D. Related Work

A lot of fair scheduling policies have been presented for a centralized scheduler in a
wired network. The ideal Generalised Processing Scheduler (GPS) [12], [18], schedules
bits at a time based on the weights of the participating flows in a round-robin order.

Let S;(t1,t2) be the amount of service flow ¢ receives in the interval [¢;,¢2]. Suppose



the weights of flows ¢ and j are w; and w; respectively. If flow ¢ is backlogged during

the interval [t1, t5] then, the following condition holds:
>, Y (2.3)

Equality holds in the above equation when flow j is also backlogged during the interval
[t1, o).

Packetized approximation of the GPS scheduler is proposed in [1], [8], [9], based
on the notion of start time, virtual time and finish time.

Since the wireless channel is characterised by location-dependent errors, the al-
gorithms of fair allocation for a wired link cannot to applied directly to the wireless
link. A description of the issues and approaches of fair queueing in wireless networks
is presented in [4]. Many fair queueing algorithms for fair scheduling in a wireless
link have been discussed in [3], [13], [14], [16]. All of these adopt the centralised
approach and follow a compensation procedure. They maintain state information
about the lead and lag of flows. When a flow is unable to utilize the channel due
to wireless errors, another error-free flow is allocated the channel. This causes the
former to lag and the latter to gain a lead. The compensation model in all these
schemes enables the lagging flows to make up for the loss and, allows for the graceful
degradation of leading flows. A generic approach to provide compensation to lagging
flows is discussed in [19], which maintains an additional compensating flow at each
node to allocate additional bandwidth to the lagging flows. This approach can be
easily applied in the distributed wireless network environment as discussed in [21].

Effort-Limited Fair (ELF) scheduling for wireless networks is presented in [5].
ELF proposes a novel notion of effort-limited fairness for wireless links by extending
the centralised weighted fair queuing algorithms [1], via dynamic weight adjustment.

ELF guarantees that all flows experiencing an error-rate below a per-flow threshold



receive their expected service. This thesis borrows the idea of dynamic weight adjust-
ment from ELF [5] to provide long-term fairness in DFS in the presence of wireless

errors.



CHAPTER III

SIMULATION DETAILS

A. Simulation Scenario and Parameters

This section describes the simulation scenario and DFS parameters used in the simu-
lations. The scenario and parameters used in this work are identical to those used in
[21]. This work uses a DFS protocol implementation on ns-2 simulator [7], [15], based
on the implementation in [21]'. The channel bandwidth is considered to be 2Mbps.
The simulation environment consists of n number of nodes. All nodes are stationary
and are in the transmission range of each other to simulate a broadcast LAN. The
maximum number of nodes considered is 128. The number of nodes is always even.
On a LAN with n nodes, n/2 flows are set up. A flow ¢ is established from node i to
node i+ 1. In this thesis identical flows refer to flows which are always backlogged and
have equal weights and equal packet sizes. Unless specified otherwise, the following

assumptions are made:

e All flows are always backlogged.

e All flows use CBR traffic.

e The duration of the simulation is 6 seconds.

e All data packets are 512 bytes. Since 802.11 does not account for variable

packet sizes, constant length packets are considered in DFS for its comparison

with 802.11.

!There are small differences in implementation of DFS in this work and in [21],
specifically in the implementation of backoff interval.



e Scaling_Factor is 0.02. The choice of the Scaling_Factor governs the trade-off

between aggregate throughput and fairness as described in [21].

e CollisionWindow is 4 slots. A larger value is needed for collision resolution in

the presence of wireless errors as described in Chapter V.

e There are n nodes with n/2 identical flows of weight 2/n. Since 802.11 does
not account for weights, equal weights are considered in DFS for its comparison

with 802.11.

e The MAC header is counted towards the throughput calculation, to account
for the MAC overhead associated with the transmission of each data packet.
Therefore, the MAC frame size of 584 bytes is considered for the throughput

calculation in DFS and 802.11.

e The random variable p in Equation 2.2 is uniformly distributed in the interval

[0.9,1.1].
o MaxCollision is set to 3.

e The sum of weights of flows adds to 1.

The variable L¥ in Equation 2.1 refers to the MAC frame size which defaults
to 584 bytes. Plugging the default values in Equation 2.2, the backoff interval B; is

given by the following for n identical flows.

0.02 x 584
B; = {%J ,orB; = |5.84 xn| (3.1)

n
Since the variable p in Equation 2.2 is uniformly distributed in the interval

[0.9,1.1], the randomization interval of B; for n identical flows varies within 20%
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of B; in Equation 3.1 and, the interval can be reduced to the following for the default

values,
|5.256 x n| <= B; <= [6.424 % n| (3.2)

Note that the initial backoff interval B; is directly proportional to the number of
flows for the case of identical flows. It varies inversely with the weight of a flow.

The following throughput fairness index presented in [11] is used for the envi-
ronments where all flows are always backlogged. Suppose Ty denotes the throughput
achieved by flow f and wy denotes the weight of flow f, then the throughput fairness

index is calculated as,

2
(Zf Tf/wf)
number of flows x 3 (T /wy)?

fairness index =

(3.3)

Larger the fairness index value, larger is the fairness measure. A value of 1
represents 100% throughput fairness. This is the fairness metric used throughout this

thesis.

B. Collision Resolution in 802.11 and DF'S

The default initial contention window size specified in 802.11 [10] is 31. This value
is also used for the 802.11 simulation results presented in this thesis. This is also the
minimum contention window value specified in 802.11. 802.11 uses binary exponential
backoff for collision resolution. After every collision, 802.11 doubles the contention
window size (cw) and resets it to the minimum window size only after a successful
transmission. 802.11 doubles the window size as, cw;y; = 2% cw; + 1. Therefore, with

consecutive collisions the window grows from 31 to 63, 127, 255, 511 and 1023. 1023
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Fig. 1. Comparison of DFS with 802.11

is the maximum limit on the contention window size.

DF'S reacts to collisions unaggressively initially by picking a small window. With
Colliston Window equal to 4 slots, DF'S chooses a contention window of 5 slots after the
first collision. Upon consecutive collisions the contention window grows from 5 to 11,
and 17 initially, by adjusting it to the nearest prime number for a uniform distribution
of backoff intervals. With further subsequent collisions, the contention window grows
exponentially from 35, to 71, 143, 287 and so on, as explained in Chapter II. This
value is limited by 1023 slots. As shown in Chapter IV, the contention window after

collision in DFS usually does not grow to larger values.

C. Performance of DFS

This section repeats the performance comparison of DFS with 802.11 as described in
[21] for the sake of completeness and for the understanding of following chapters in
this thesis.

Figure la plots the variation in aggregate throughput as the number of flows in-
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creases. The remarkable characteristic of DFS is that, the aggregate throughput does
not degrade as the number of flows increases. Such a constant aggregate throughput
curve is highly desirable of any scheme that should scale well with the number of
flows.

Figure 1b plots the variation of fairness index as the number of flows increases.
In 802.11, the fairness index decreases as the number flows increases. This is because
of increased collisions due to increased load on the channel. On the other hand DFS
gives 99.99% throughput fairness even for large the number of flows. This is also
a desirable property of any fair scheduling policy that is expected to scale with the
number of flows. This is a measure of long-term fairness as it is over a duration of 6
seconds and is averaged over 4 runs.

Figure 2 plots the distribution of bandwidth amongst contending flows. Since a
fair allocation of bandwidth should allocate throughput in proportion to the weights
of the flows, the y-axis plots Throughput/Weight. A fair allocation would result in a
horizontal straight line curve for the Throughput/W eight metric. In Figure 2a there

are 4 identical flows and DFS allocates equal bandwidth to all the flows as desired.
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Figure 2b considers the case of 16 identical flows. DFS allocates equal bandwidth
to all the flows, whereas 802.11 exhibits unfairness by allocating unequal bandwidth
amongst flows.

Figure 3a shows fairness achieved by DFS when variable packet sizes are used.
In Figure 3a, there are three flows with constant packet sizes of 584, 328 and 200
bytes respectively. DFS allocates equal share of bandwidth to all the three flows.
802.11 does not account for variable packet sizes and is biased towards flows with
larger packet sizes.

In Figure 3b shows fairness achieved by DF'S when variable weights are assigned
to the flows. It considers three flows which have equal packet sizes of 584 bytes. The
weights of the three flows are 0.9, 0.05 ad 0.05 respectively. DFS allocates bandwidth
in proportion to the weights of the flows as observed by the straight line curve for the
Throughput/W eight metric. 802.11 does not have any provision for variable weights.
Hence, a corresponding curve for 802.11 is not plotted.

The key observations in this section can be summarized as follows,
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e Aggregate throughput obtained in DF'S scales with the number of flows. It does

not degrade with increase in load as observed in 802.11.
e DFS achieves almost 100% long-term fairness even with large number of flows.

e DF'S allocates bandwidth in proportion to the weights of the flows and accounts

for variable packet sizes.
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CHAPTER IV

FAIRNESS IN DFS
This chapter presents a comparison between the contention behavior of 802.11 and
DFS. It discusses the unfairness in 802.11. The use of a small window after colli-
sion is justified, and the significance of choosing weights in DFS is discussed. This
chapter presents a comparison of DFS with GPS [18]. This chapter discusses the fast

convergence of fairness index in DFS and studies short-term fairness in DFS.

A. Fairness in 802.11

As discussed in [2], 802.11 can lead to unfair allocation of bandwidth. Due to bi-
nary exponential backoff, 802.11 reacts aggressively to collisions by doubling the
contention window with each collision and resetting it to the minimum contention
window value only upon a successful transmission. This causes large variations in
the backoff counter. This can lead to unfairness when flows with relatively large
backoff counters collide with the relatively less backed off flows, which in turn win
contention, maintaining a small backoff counter as discussed in [2]. To solve this
problem [2], proposes a mild backoff mechanism to share the contention information
correctly and have the backoff counters correctly reflect the level of contention on
the channel. DFS solves this problem by separating the initial backoff counter from
the backoff counter used for collision resolution. It chooses the initial backoft counter
value proportional to the number of flows.

The following scenario studies the impact of collisions in 802.11 and DFS. When
multiple identical flows start together, they all wait for an interval of difs [10] to sense
the channel as idle, before they transmit the RT'Ss. These RTSs collide and all flows

backoff in both 802.11 and DFS.
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In DFS with 16 identical flows which always have something to send, all of the
flows experience collisions initially and choose a small backoff interval in the range [1,5]
with the parameters specified in Chapter III. Since 16 flows randomly pick backoff
intervals in such a small range, more than two flows choose the same interval with
a high probability, leading to collisions. They go into exponential backoff, choosing
backoff intervals from a larger range of [1,11]. This time packets from fewer flows
collide. They again choose backoff intervals from a larger range of [1,17]. Eventually,
flows stagger apart. When such a large number of identical flows start together, there
are collisions initially but the synchrony is destroyed due to randomization and, the
flows stagger apart. Subsequent and later collisions do no usually involve more than
two flows.

In comparing the same scenario with 802.11, all the nodes wait for difs interval to
sense the channel as idle and transmit their R7'Ss in the same slot, leading to collisions.
This happens only at the start of the simulation. All flows go into exponential backoff
doubling their window sizes. After collision all the flows choose backoff intervals in
the range of [0,63]. Subsequently, there are fewer collisions and the colliding flows
pick a backoff interval in a larger range of [0,127]. For the same scenario in DFS,
collisions are resolved at a lower contention window value of 17 only. 802.11 reacts to
collisions very aggressively by shooting up its window size to up to 1023, which is the
maximum limit on the window size. As the number of flows increases, the contention
window values in 802.11 get very large.

A comparison of contention window values after collision in 802.11 and in DFS
is given in Figure 4 for a simulation with 50 identical flows. It is observed that the
number of collisions in 802.11 is relatively more than in DFS. This is because of
the choice of large initial backoff intervals in DFS as opposed to a small contention

window of 31 in 802.11. The curve for DFS plots the backoff intervals used after colli-
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Fig. 4. Distribution of contention window values after collision in 802.11 and DFS

sion, whereas the points on the 802.11 curve represent the contention window values.
Therefore, the envelop of the two curves should be used for comparison. Figure 4
shows that 802.11 reacts to collisions very aggressively and increases the contention
window exponentially to 1023. DFS begins with large enough initial backoft intervals
in the range of [525-642] obtained from Equation 3.2. Such a large backoff interval
reduces collisions. At the same time, the choice of a small window after collisions
increases the number of collisions, but not as much as in 802.11. In this case, DFS
gets slightly higher throughput than 802.11 and much higher long term throughput
fairness index than 802.11.

The aggressive reaction of 802.11 to collisions has serious impact on fairness. In
two different simulations with 16 and 50 identical flows, it was observed that some
flows were completely backed off during certain intervals. Clearly, aggressive binary

exponential backoff causes unfairness in 802.11.

B. Contention Behavior of 802.11 and DFS

It is important to analyze the difference in the contention behavior of 802.11 [10] and

DFS [20]. 802.11 uses fized size initial contention windows. With each collision in
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802.11, the contention window is doubled, and it is reset to the minimum contention
window value only after a successful transmission. On the other hand DFS chooses
initial backoff interval of wariable size, which is proportional to the number of flows.
Upon collision, DFS chooses a small contention window in a fixed interval. With
subsequent collisions, the interval size is increased exponentially.

When the number of flows is large, the contention behavior of 802.11 and DFS
are opposite of each other. Suppose there are 50 flows. 802.11 will choose initial
contention window sizes of 31. Since the number of flows is large, the contention
window values after collisions will shoot to up to 1023 as observed in Section A.
Whereas in DFS, the initial backoff intervals are chosen in a larger range of [525-642]
as described in Section A. After collision it uses small contention window values
which grow from 5 to up to 143 as explained in Chapter III. In other words, 802.11
chooses small windows initially and large windows after collision. On the other hand,
DF'S chooses large backoff intervals initially and small intervals after collisions.

Since the initial backoft intervals in DFS are large enough, being proportional
to the load on the channel, the choice of a small window after collision does not
necessarily deteriorate its performance. In 802.11, choosing a small backoff interval
after collision would aggravate contention on the channel and degrade the effective
utilization of the channel. DFS chooses initial backoff intervals inversely proportional
to the weights of the flows. This not only reduces the probability of collisions but
also distributes bandwidth in proportion to the weights. Since DF'S intelligently picks
appropriate (depending on the number of flows) contention window values initially,
it can react less aggressively to collisions. Choosing small contention window after
collision allows a lagging flow to make up for the loss. In other words, it prevents the
802.11 phenomenon discussed in Section A, by preventing already backed-off flows

from being put into further backoff.
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C. Analysis of Collision Resolution in DFS

This section presents an analysis of unaggressive collision resolution in DFS. It justifies
the use of a small window after collision by comparing different variations of DFS with
802.11 and emphasizes the significance of the choice of weights in DFS.

802.11 does not have any notion of weights and does not account for variable
packet sizes. Therefore, for an effective comparison between 802.11 and DF'S, fixed
weights were assigned to the flows in DFS so as to be comparable with the initial
window size of 31 in 802.11. Two variants of DF'S are considered. The first one is
DFS1, wherein weights of flows is fixed to 0.33. The rationale behind choosing a fix
weight of 0.33 is that, this leads to an initial window size of approximately 31 slots.
In DFS1 the actual backoff intervals are chosen in the range of [31-38], obtained from
Equation 3.2. This gives a small range of 8 slots only as compared to the range of 31
slots chosen in 802.11. Hence, a second and more refined variant of DFS considered
here is DFS2. In DFS2, the weights of flows is fixed to 0.066. This leads to initial
backoff intervals in the range of [159-194]. The length of this randomization interval
is equal to 36 slots, which is comparable to the randomization interval of 31 slots used
in 802.11. DFS1 and DFS2 follow the collision resolution mechanism of DFS.

Figure 5 shows the increase in the sum of weights of all flows with the number of
flows in DFS1, DFS2 and in DFS. In DFS weights are always adjusted to get a sum
of 1.

Figure 6a compares the aggregate throughput with the number of flows in DFS1
and DFS2. Figure 6b compares the fairness index with the number of flows in DFS1
and DFS2.



20

15 T T T T T T T
" "DFS" —+—
X "DFS1" ---x---
P .
v
£ 10 - ’ -
=y X
I ~
= X
kS
£
» 5 X 1
x » o
X/ - -
o dx KX L ! L
0 8 16 24 32 40 48 56 64

Number of flows

Fig. 5. Sum of weights versus number of flows

m
Q. AN
o) *
g5 121 X R
a H .
S *ox
3 1fo g
£
) N
g 08| - g
2 x
S "802.11" —+— N
2 06 "DFS" - .
'DFSL" -
'DFS2" -
04 1 1 1 1 1 1 1
0 8 16 24 32 40 48 56

Number of flows

(a) Aggregate throughput

64

1 oo 2-p-g o= . gt
® e
0.96 |
x
[}
2
o 092
%]
4]
£
® 088 |
"802.11" —+—
L "DFES" ---x-—- i
0.84 DRST"  a
'DFS2" - g
1 1 1 1 1 1 1
0 8 16 24 32 40 48 56 64

Number of flows

(b) Fairness index

Fig. 6. Degradation in throughput and fairness index due to small contention windows



21

In DFS1, when the number of flows is 2, a weight of 0.33 yields larger windows
than a weight of 0.5 in DFS, calculated as 1/number of flows. Therefore, aggregate
throughput of DFSI is lower than the aggregate throughput in DFS for 2 flows. For
4 and 8 flows, DFS1 chooses smaller backoff intervals of the order of 31, whereas DFS
chooses larger intervals, as they are proportional to the number of flows. Therefore,
DFS1 achieves higher aggregate throughput without much degradation of fairness
index because the load due to 4 and 8 flows is relatively less. When the number of
flows increases beyond 12, there is a significant drop in aggregate throughput and
in long-term fairness index achieved by DFS1. Sum of the weights of more than 12
flows is greater than 4 as shown in Figure 5. For more than 12 flows, since the initial
backoff interval is smaller, and backoff after collision is not aggressive enough, it leads
to degradation in throughput and fairness in DFS1 as observed in Figure 6.

In DFS2, when the number of flows is less than 16, DFS2 attains very low
throughput in comparison with DF'S and 802.11, because of the choice of unnecessarily
large initial backoff intervals. Since the weights of DFS and DFS2 are same for 16
flows, their throughput and fairness curves cross over at 16. When the number of
flows increases from 20 to 40, DFS2 gets advantage of choosing smaller windows
in comparison to DFS. It attains higher throughput and fairness index. When the
number of flows increases beyond 50, throughput and fairness of DFS2 degrades,
because the initial backoff interval in the range of [159-194] is not large enough to
sustain the load of such a large number of flows and, the choice of a small window
after collision leads to increased contention. The weights of 50 flows adds up to
3.3 as shown in Figure 5. Clearly, if the number of flows is increased further, the
performance of DFS2 will degrade further. As observed, the aggregate throughput
and fairness index in DFS2 are lower for 64 flows.

It is evident that the choice of small window after collision deteriorates perfor-
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mance when the weights of the backlogged flows add up to a larger number. This
threshold can be set at 3. DFS achieves a nearly constant aggregate throughput and
99.99% long-term fairness, because the sum of the weights add up to 1. This enables
the use of appropriate initial window sizes and, the choice of a small window after
collision does not deteriorate performance. If the weights add up to a number larger
than one, then choosing a small window after collision would deteriorate performance

as studied in this section.

D. Comparison of DFS with GPS

In order to compare DFS with GPS, a non-work-conserving GPS scheduler is de-
scribed in [21]. This scheduler is referred to as NW-GPS. The NW-GPS scheduler
transmits data according to GPS scheduling. It idles whenever the wireless channel is
transmitting control information like, RTS, CTS or ACK frames. It also idles during
the transmission of the MAC header and during collisions. Whenever the DFS sched-
uler successfully transmits data, the NW-GPS scheduler serves data from amongst
the backlogged flows, and it idles at all other times. As discussed in [21], this will give
a comparison of fairness only and it does not account for the throughput comparison.

A simulation study was done for 2, 4 and 16 flows. The simulation duration was
10 seconds. All flows were always backlogged and had equal weights. All flows had
equal sized packets of 512 bytes for simplicity.

The service time of a packet is the time at which the scheduler finishes servicing
the packet. Since DFS is a packetized service discipline and all packets are constant
size, the difference in service time between DFS and NW-GPS is n x T', where T is
the transmission time for a packet and n can be 0,1,2,3....

Figure 7 compares DFS and NW-GPS scheduling disciplines for two flows. The
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Fig. 7. CDF function for difference in service time of DFS and NW-GPS for two flows

x-axis represents the difference in service time of DFS and NW-GPS. The Y-axis
represents the cumulative probability distribution p(¢ <= T') , that is the probability
that the difference in service time of DFS and NW-GPS schedulers is less than equal
to T time units. A negative value on the x-axis implies that DFS is ahead of NW-
GPS by x time units and a positive value implies that DFS lags behind NW-GPS by
x time units. With the parameters specified in Chapter III, the transmission time
of one packet is 0.002048 seconds. Figure 7 shows that DFS is ahead of NW-GPS
by at most two packets and it lags behind NW-GPS by at most one packet service
time. Therefore, in this case the difference in the service time of DFS and NW-GPS
is bounded by the transmission time of two packets in the error free environment.

Figure 8 compares the difference in service time of 802.11 and DFS with NW-
GPS for four flows. This difference clearly relates to the short-term fairness. Since
802.11 is unfair over the long term as studied in Section A, it cannot be fair in the
short term. This is also observed in Figure 8a.

Due to collisions, DFS does not always service packets in order of their eligibility.
This causes reordering of packets and leads to a skew in the difference in service

time of DFS and NW-GPS. The skew caused by the out of order packets adds up
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four flows

cumulatively with subsequent out of order packets. This phenomenon gets more
prominent as the number of flows increases, because collisions, and number of out
of order packets increase with the number of flows. This phenomenon is observed in
Figure 8b, which plots the difference in service time of DFS and NW-GPS for four
flows. This graph is scaled for comparison with 802.11. This skew in service times
can be illustrated through an example. Let the difference in service time of DFS and
NW-GPS be denoted as AT. Suppose DFS schedules out of order packets due to
collisions during an interval [t1,t2]. This will lead to differences in the service time
of packets in DFS and in NW-GPS. Later on during [t3,t4], DFS schedules packets
in the same service order as that in NW-GPS. In this case AT during [t3,t4] will not
be 0, as desired, instead it will be equal to the AT during [t1,t2]. Therefore, it is
useful to compare the difference in wnter packet service time of DFS and NW-GPS
to eliminate the cumulative effect of previous out of order packets from being carried
further. This yields a comparison of relative service times instead of the absolute

service times. Since MAC overhead is ignored in the comparison, the service order is
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more important than the absolute service time.

Figure 9 plots the difference in inter packet service time between DFS and NW-
GPS for all flows. Since 802.11 is unfair over the long-term, a similar plot for the
comparison of short-term fairness in 802.11 is not given. The x-axis represents the
difference in inter packet service time between DFS and NW-GPS in terms of number
of packets. For instance a value of —2 represents that DFS serviced packets earlier by
two packets transmission time (the packet sizes are constant for these simulations).
Analogously, a positive value of 2 on the x-axis represents that DFS was lagging
behind GPS by two packets transmission time. The y-axis represents the cumulative
probability p(t <= T') , that the difference in inter packet service time of DFS and
NW-GPS schedulers is less than equal to T time units.

Figure 9a plots the CDF function for 4 flows. As observed, the probability that
DFS gets ahead of NW-GPS or lags behind NW-GPS by more than 2 packets is 0.
Figure 9b plots the CDF function for 16 flows. For this simulation, DFS does not get
ahead of NW-GPS by more than 6 packets and it does not lag behind NW-GPS by

more than 12 packets.
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Since DFS algorithm is non-deterministic due to priority inversion caused by
collisions [21], it is difficult to derive deterministic bounds for the difference in service
time of DFS and NW-GPS. However, the simulation results in this section show that

DFS order does not differ from the GPS order by large values.

E. Short-term Fairness in DFS

DFS uses variable sized backoff intervals proportional to the number of flows for fair
allocation of bandwidth. This idea can be applied to 802.11. A variation of 802.11 is
considered where the initial window sizes are proportional to the number of flows as
in DFS. Clearly, such a variant of 802.11 can be compared with DFS only when the
weights and packet sizes of the contending flows are equal. This variant of 802.11 is
referred to as 802.11 Scaled.

To compare the effect of unaggressive collisions in DFS, another variant of DFS
is considered which performs aggressive collision resolution using binary exponential
backoff. This is referred to as Aggressive_ DFS. Collision resolution is said to be
aggressive in Aggressive_DF'S because, after collision it doubles its contention window
instead of choosing a small window.

Figure 10 gives a comparison between 802.11, 802.11 Scaled, DFS and Aggres-
sive_DF'S for a simulation with twenty four identical flows. Fairness index is calculated
using the Equation 3.3. Aggregate throughput is calculated by adding the throughput
of all the twenty four flows. This data is for a single run. The x-axis represents the
interval over which fairness index and throughput are calculated. It shows the rate of
convergence of fairness index and throughput for the four schemes. Figure 11 mag-
nifies the [0-1] second interval in the Figure 10 for a better comparison of short-term

convergence of fairness index and aggregate throughput.
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It is observed that 802.11_Scaled attains higher fairness index and aggregate
throughput in comparison to 802.11. It converges to the long-term fairness index
faster than 802.11. The improvement in its fairness is due to the choice of propor-
tionally large initial window sizes based on the number of flows. It performs poorer
than DFS and Aggressive_ DFS because, it chooses the initial contention window in
a larger range of [0-308] as opposed to a shorter range of [252-308], obtained from
Equation 3.2, used by DFS and Aggressive DFS. This causes large variations in the
backoff intervals. Moreover, the choice of exponentially large windows after collision
does not allow for the compensation of lagging flows and hence, fairness is lower.

Aggressive_ DFS achieves lower aggregate throughput in comparison to DFS be-
cause of the choice of large backoff intervals after collision. It also attains lower
fairness index as compared to DFS which shows that the choice of a small window
after collision in DFS, improves its fairness by giving the lagging flows preference in
channel allocation.

Clearly, DFS performs best amongst all the schemes with fastest convergence of
fairness index. Performance of 802.11 _Scaled suggests that significant improvement in
the performance of 802.11 can be achieved by using initial window sizes proportional
to the number of flows.

To study the short-term fairness in DFS, the number of packets received in very
short sliding window intervals were considered. The length of the interval was scaled
with the number of flows. Figure 12a plots the frequency distribution of the number
of packets received in a sliding window of 20msec for 4 flows in 802.11, 802.11_Scaled,
DFS and Aggressive_ DFS. The window slides by half the length of the interval in
each case. Figure 12b, Figure 13a and Figure 13b give a similar plot for 8, 16 and 24
flows respectively.

It is observed that 802.11 and 802.11 Scaled obtain zero throughput with high
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frequency. These are the intervals when some flow is completely backed off as dis-
cussed in Section A of this chapter. As seen in Chapter III, the fairness index of 802.11
decreases with the number of flows. Similarly, the frequency of zero packets obtained
during specified intervals in 802.11 increases with the number of flows. 802.11_Scaled
achieves improved short-term fairness in comparison to 802.11 due to a lesser spread
in its curve. Larger spread in Figure 12 and Figure 13 indicates poorer short-term
fairness. DFS always receives 1 or 2 packets only. This implies that, all flows get
either 1, or 2 packets in all intervals considered. DF'S receives 0 or 3 packets in all
intervals with a frequency less than 0.09%. Aggressive_DF'S receives 1 or 2 packets
with a higher frequency. It receives 0 or 3 packets with a frequency less than 4%.
Aggressive_DF'S receives 0 or 3 packets with a higher frequency as compared to DFS.
This shows that the choice of a small window after collision in DF'S helps in achieving

short-term fairness.
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CHAPTER V

WIRELESS ERRORS

A. Introduction

Wireless channels are prone to errors due to many factors, such as path loss, multipath
interference, attenuation, co-channel interference, background noise and movement of
transmitter or receiver. The presence of errors causes wireless link capacity to vary in
time and location. This causes difficulty in bandwidth allocation in the presence of
wireless errors. The error-prone flows do not get their expected share of bandwidth as
per the error-free bandwidth allocation schedule. Additional measures are required
to meet the demands of the error-prone flows.

This thesis borrows the idea of dynamic adjustment of weights of flows for fair
allocation of bandwidth in the presence of errors from ELF [5]. ELF introduces a
novel notion of effort-outcome differentiation. When a flow suffers moderately low
error rates, it can increase its effort by increasing its weight, to make up for the
bandwidth lost due to errors. In this case the flow manages to get its expected
outcome. But when the error rate is high, it should decrease its demand by limiting
its weight to prevent deterioration of link utilization. In this case its effort is limited
and its outcome is less than desired.

ELF introduces an interesting concept of power factor. Power factor is a per-flow
threshold that can be assigned at the time of admission control. The significance of
power factor lies in the fact that, it determines the limit up to which an erroneous
flow can try to increase its weight to reclaim the lost bandwidth. A larger value of
power factor gives more preference to an erroneous flow at the time of compensation

for lost bandwidth. Power factor is useful in two aspects. Firstly, different applica-
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tions differ in their capability to tolerate losses. For instance, a video application can
tolerate higher degrees of losses than a voice application. Therefore, by assigning a
larger value of power factor to a voice application and a lower value to a video appli-
cation, the amount of compensation allowed to the two applications can be controlled
administratively as discussed in [5]. Secondly, compensation for an erroneous flow is
at the cost of reduced throughput for other error-free or low-error flows. Power factor
of an error-prone flow determines the limit up to which other error-free flows will be
affected during the compensation of the error-prone flow.

Following algorithm is used for dynamic adjustment of weights by error-prone
flows. Suppose there are n flows sharing a wireless link. Each flow has a weight w;,
power factor p; and experiences an error rate of e;. The adjusted weight of the flow i

as defined in [5] is,

wy

a; = minimum( , Di % W;) (5.1)

2

Suppose the error-free capacity of the wireless link is C. In the error-free con-
dition, flow ¢ with weight w; gets C' x w; share of bandwidth, which is in proportion
to its weight. In the error-prone condition, the channel capacity for flow ¢ drops to
C* (1 —¢;). The flow i adjusts its weights to a; and its share of bandwidth 7; is given
by,

C * w;, when e; < &=L
T, = Cx(l—¢)xa;= b (5.2)

Cx(1l—e;)*xp *xw;, otherwise

As studied in Chapter IV, the sum of weights of the active flows should not be

much larger than 1. This implies that power factor cannot be assigned arbitrarily. It
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should be assigned such that the sum of the adjusted weights of all the active error-
prone and error-free flows does not exceed a threshold in the worst case of high error
rates. This threshold can be set to 2 or 3 based on the observations in Chapter IV.
The error rate experienced by a flow ¢ may vary over time. Let flow ¢ observe
an error rate of obs_e{ during interval j. Flow i estimates its error rate e{ during
interval j by using an averaging function as given in Equation 5.4. The interval j is
the interval between errors. Whenever flow ¢ identifies a loss of a packet due to error,
it counts the number of packets it received without errors since the last receipt of
an errorneous packet. This comprises of interval j. Let the number of data packets
received by flow ¢ without errors during interval j be pkts{. Then the observed error

rate obs_e!, and the estimated error rate e are given by,

obs_el = 1/pkts! (5.3)

el =axel '+ (1—a)xobsel (5.4)

12 12

The smoothing factor o determines the interval and the rate at which an error-
prone flow receives its compensation. A larger value of o, would enable an error-prone
flow to reclaim its lost bandwidth farther in the future, allowing for longer periods
of compensation. A smaller value of o would be effective for improved fairness only
when the estimation of error rate is accurate. Since transient estimated error rates
can be very high, limiting the adjusted weight by the power factor, a larger value of «
is used in the simulations. This would also improve long-term fairness in the presence

of bursty errors by allowing for longer periods of compensation.
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B. Error Model

Not much work has been done to analyze the nature of wireless errors. In [6] a
typical wireless in-building WaveLan LAN is analyzed to show that WaveLan has
very good error characteristics and it can achieve fairly low error rates. In [17], a
trace-based simulation of wireless errors is studied in different scenarios. It shows
that the error rates are below 10% for typical in-building scenarios. The stationary
mobile node scenario studied in [17] is of interest to this work as stationary nodes
have been considered throughout this work. The error model for the stationary node
scenario can be modeled as a random variable uniformly distributed in a range of low
error rates. This error model is used in Section D. The bursty component of error
is observed with increased mobility, whereas random low errors rates are observed in
the case of in-building stationary mobile nodes.

Most of the work in fair scheduling in wireless transmission in [3], [13], [14], [16],
and others consider a centralized scheduler that swaps slots to allow an error-free
flow to transmit when an eligible flow experiences error. The losing flow is later
compensated. Such swapping of transmission turns and compensation is difficult in
the distributed environment of DFS because, flows do not have information about the
state (erroneous or error-free, backlogged or unbacklogged) of other flows. When a
flow experiences losses due to errors, it will have to explicitly convey this information
to the other flows, so that an error-free flow can transmit in place of an erroneous
flow and later relinquish the extra bandwidth obtained due to the erroneous flow.

Co-ordination of this information is difficult in a distributed environment.
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C. Estimation of Error Rate

The goal is to distinguish between losses due to errors and losses due to collisions, so
that appropriate backoff measures can be taken. When a flow considers a loss to be
due to errors, it can increase its weight dynamically to demand extra bandwidth, but
the increase will be limited by a power factor. On the other hand, when it considers
the loss to be due to collision, it should exercise a backoff mechanism to lower the
contention on the channel.

As discussed in [21], losses can be distinguished based on the following heuristic.
The loss of an RTS or a CTS frame is assumed to imply a loss due to collision, and
the loss of a DATA or an ACK frame is assumed to imply a loss due to errors. Such
a heuristic is conservative and it does not cause increased contention even when the
prediction is wrong. For instance, the sender detects the loss of an RTS frame when
its CTSTimeout [10] timer expires. This could be either due to loss of RTS, or due
to loss of CTS frame. RTS is a small frame and is less probable to be in error as
compared to a larger DATA frame. It is the RTS that collides when two or more
flows count down their backoff counters simultaneously. This heuristic will fail when
an RTS frame is lost due to errors. In that case, collision resolution measures will
be taken, thereby reducing the load and therefore, this assumption is conservative.
On the other hand, the loss of a DATA frame is unlikely to be due to collision in the
absence of mobility. Therefore, this assumption is justified in this scenario.

Since DF'S chooses a small contention window after collision, this can lead to in-
creased contention on the channel. This may lead to repeated retransmission requests
by the sender as a result of losses due to errors. Therefore, the backoff mechanism
in the presence of errors should be aggressive. This is solved by choosing a larger

value of the Collision Window parameter for the simulations. An alternative collision
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control scheme discussed below can be employed. The collision resolution mechanism
may choose a small contention window after collision as in DFS. It can retain the
previous contention window value that resolved collisions and adjust it dynamically.
The example of consecutive collisions in Section A of Chapter IV for 16 identical
flows is considered. It is observed that the contention window starts with 5, then
it increases to 11, and it resolves at 17. In this way it learns the appropriate value
(17 here) by gradually incrementing the window after each consecutive collision. A
revised backoff mechanism based on [2] can be used. It can learn the appropriate
value by retaining the previous contention window value and adjust it dynamically.
Then any subsequent collision will start with a contention window of 17, which was
learnt from previous experience. If it was successful, it can reduce the value by 1,
otherwise increase it by a milder factor of 1.2. A factor of 1.2 is sufficient because it

will go into exponential backoff if the collisions become consecutive.

D. Performance

The version of DFS implementing the algorithm discussed in this chapter is referred to
as DFS_ERR. This section presents a comparison of DFS_ERR with DFS. DFS_ERR
allocates equal share of bandwidth to identical flows subject to similar error con-
ditions. Hence, it is fair after compensation for errors is done. Unless specified
otherwise, following default values of parameters is used for the simulation results

presented in this section.

e Error rate is a uniformly distributed random variable in a range specified later.
e DFS Collision Window parameter is equal to 10.

e The maximum number of transmission attempts of an RT'S is 3. The maximum

number of transmission attempts of a DATA frame is 2.
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e Power factor is 1.5 and averaging parameter « is 0.8.
e Simulation duration is 4 seconds.

The error model uses packetised approximation of the number of bytes in error.
The errors vary uniformly in the interval [Error Rateio,, Error Ratepgs|. MazSize is
equal to the length of application data measured in bytes. MaxzSize is equal to 512
bytes as specified in Section D of Chapter III. The error model is used to mark the
error flag of a packet. It chooses a random number Err Rate, uniformly distributed in
[ErrorRatejo,, Error Ratep;gy| interval. The packet is marked to be erroneous with
a rate equal to ErrRate * Size of Packet/MazxSize.

Since DFS chooses a small window after collision and after error detection, it
implicitly chooses a larger weight for the retransmission of a packet. Therefore, the
difference in the performance of DFS and DFS_ERR is not very significant for low
error rates.

In Figure 14, four flows have been considered. This is a case of location-dependent
errors where error-free and error-prone flows co-exist. The x-axis represents the num-
ber of flows in error. Figure 14a plots the variation in aggregate throughput with the
increase in the number of erroneous flows. Figure 14b plots the variation in fairness
index with the increase in the number of erroneous flows. It is observed that both
DFS and DFS_ERR are fair when zero or all flows are subject to the same error
rate. DFS is most unfair when 50% flows are in error. DFS_ERR achieves improved
fairness.

Figure 15a and b show that the amount of compensation allowed to erroneous
flows can be controlled by means of power factor. In this case higher error rates vary-
ing between [30-40]% have been considered. Figure 15a shows that a lower power fac-

tor of 1.1 does not allow for the desired compensation of erroneous flows. Figure 15b
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plots the percentage loss suffered by an error-free flow in order to compensate for the
erroneous flows. Higher values of power factor lead to higher fairness but at the cost
of higher degradation of error-free flows as observed in Figure 15b. This example
shows that the amount of bandwidth of the error-free flows utilized for compensation

can be controlled by the suitable choice of power factor.
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CHAPTER VI

CONCLUSION
This thesis studies the unfairness in 802.11 and presents a study of short-term fairness
in DFS by comparing it with a non-work-conserving GPS scheduler described in [21].
It is shown that the difference between the scheduling order of DFS and GPS is small
for the simulations studied. It is hard to give strict bounds on the difference in DFS
and GPS scheduling orders, because of non-deterministic nature of scheduling and
priority inversion caused by collisions in DF'S.

Chapter IV highlights an important difference between the contention behavior
of DFS and 802.11. It shows that for a large number of flows, their behavior is the
opposite of each other. 802.11 chooses a fixed size small initial contention window
with aggressive collision resolution whereas, DFS chooses a variable sized large initial
backoff interval with unaggressive collision resolution.

Chapter IV justifies the use of a small window after collision in DFS by fixing
weights in DFS to be comparable with 802.11 contention window values. It shows
that the choice of proportionally large initial backoff intervals compensates for the
choice of a small window after collision. This does not deteriorate performance as
long as the sum of the weights of active flows does not exceed larger than 1. The
choice of a small window after collision is the key to fairness in DFS. DFS achieves
almost constant aggregate throughput with 99.99% fairness which scales with the
number of flows in the error-free environment. This is a very desirable characteristic
of any distributed fair scheduling scheme.

Chapter V describes the scheme for dynamically varying weights to provide long-
term fairness in the presence of wireless errors. It distinguishes between losses due

to errors and losses due to collisions, to take appropriate measures. Long-term fair-
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ness can be achieved in DFS with the presented scheme in the presence of location-
dependent variable rate errors. Simulation results show that an erroneous flow can
increase its effort to compensate for the bandwidth lost due to errors. The compen-
sation amount and rate can be controlled administratively by the suitable choice of
simulation parameters.

Future work can focus on the study of short-term fairness of the proposed scheme
in the presence of errors. The issues relating to power conservation in DFS can be
studied. Future work can also focus on the application of DF'S to provide fairness in

mobile adhoc networks.
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