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iiiABSTRACTStudy of Distributed Fair S
heduling in Wireless Lo
al AreaNetworks. (August 2000)Seema Gupta, M.S
., Indian Institute of Te
hnologyChair of Advisory Committee: Dr. Nitin H. VaidyaA Fair S
heduling poli
y is required to support di�erentiated QoS require-ments of 
ontending 
ows in a wireless 
hannel. This thesis presents a study of theDistributed Fair S
heduling (DFS) algorithm proposed for wireless Lo
al Area Net-works. The thesis evaluates DFS proto
ol and studies the unfairness in IEEE 802.11standard.The wireless 
hannel 
apa
ity varies with time and lo
ation due to the presen
e oflo
ation-dependent wireless errors. Therefore, the error-free s
heduling spe
i�
ationis not suÆ
ient for fair allo
ation of 
hannel 
apa
ity amongst 
ontending 
ows in anerror-prone wireless 
hannel. This thesis borrows the idea of dynami
 weight adjust-ment from prior work and applies it in the Distributed Fair S
heduling algorithm toprovide long-term fairness in the presen
e of wireless errors.
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1CHAPTER IINTRODUCTIONFairness in wireless mediums is a 
hallenging problem. A fair s
heduling poli
y isrequired to support di�erentiated Quality of Servi
e (QoS) requirements of di�er-ent appli
ations. Some appli
ations su
h as voi
e, are delay-sensitive and require aguaranteed share of bandwidth allo
ated to them. Video appli
ations 
an toleratelosses and 
an adapt to variations in available bandwidth. To a

ount for su
h dif-ferentiated QoS requirements, fair s
heduling poli
ies introdu
e a notion of weightsasso
iated with ea
h 
ow. The weight of a 
ow is a measure of the dynami
 share ofbandwidth the s
heduler promises to allo
ate to the 
ow. The goal of a fair s
heduleris to allo
ate bandwidth in proportion to the weights of the 
ows.Most of the proposed fair s
heduling poli
ies [1℄, [8℄, [9℄, [18℄, assume a 
entralizeds
heduler that has information about the ba
klog of all 
ows. This thesis relates tothe study of fairness in a wireless Lo
al Area Network (LAN). The IEEE 802.11 [10℄wireless LAN standard spe
i�es a Distributed Co-ordination Fun
tion that follows adistributed implementation. 802.11 does not have any provision for weights and doesnot a

ount for variable length pa
kets. 802.11 is unfair over short time s
ales, andis biased towards 
ows with large pa
ket sizes. A Distributed Fair S
heduling (DFS)proto
ol for a wireless LAN is presented in [20℄. DFS allo
ates bandwidth to 
ows inproportion to their weights and a

ounts for variable pa
ket sizes.DFS s
hedules pa
kets for transmission based on their eligibility. Be
ause ofthe distributed nature of the proto
ol, there may be 
ollisions, whi
h 
ause priorityreversal and a�e
t the fairness a
hieved. This thesis presents a study of the DFS0The journal model is IEEE Transa
tions on Automati
 Control.



2proto
ol and fairness in DFS.It is diÆ
ult to quantify fairness in the wireless medium due to the presen
e ofwireless errors. Wireless errors vary with time and lo
ation. Therefore, the error-free s
heduling spe
i�
ation is not suÆ
ient for fair allo
ation of 
hannel 
apa
ityamongst 
ontending 
ows in an error-prone wireless 
hannel. This thesis borrows theidea of dynami
 weight adjustment from [5℄, and applies it to the Distributed FairS
heduling algorithm. A 
ow lagging due to wireless errors 
an re
laim lost bandwidthby dynami
ally adjusting weights. Administrative 
ontrols 
an be exer
ised to limitthe amount of 
ompensation allowed to erroneous 
ows by means of a power fa
torproposed in [5℄. This thesis borrows the idea of distinguishing losses due to errorsand losses due to 
ollisions from [21℄. Simulation results show that long-term fairness
an be a
hieved by erroneous 
ows in DFS with dynami
 adjustment of weights.The reminder of the thesis is organized as follows. Chapter II des
ribes thebasi
 DFS proto
ol presented in [20℄. It presents the motivation for this thesis,and des
ribes the related work. Chapter III des
ribes the details of the simulations
enarios and parameters used. It brie
y des
ribes the performan
e of DFS presentedin [21℄ for the sake of 
ompleteness. Chapter IV presents a study of fairness in the DFSproto
ol and suggests an enhan
ement to 802.11 to improve its fairness. Chapter Vevaluates the performan
e of DFS with dynami
 weight adjustment in the presen
eof wireless errors. Chapter VI gives the 
on
lusions and s
ope for future work.



3CHAPTER IIBACKGROUNDIEEE 802.11 [10℄ is a Medium A

ess Control (MAC) proto
ol that uses CarrierSense Multiple A

ess with Collision Avoidan
e. IEEE 802.11 standard spe
i�esthat the sender would transmit a short Request-To-Send (RTS) frame and wait fora Clear-To-Send (CTS) frame from the re
eiver before transmitting the data frame.These frames 
ontain information about the length of the data pa
ket to follow. Thisenables the neighbors overhearing the pa
ket to ba
ko� for that duration and preventa 
ollision with the on-going transmission of the data pa
ket. The re
eiver sends ashort A
knowledgement (ACK) frame upon the su

essful re
eipt of the data pa
ket.A. IEEE 802.11 Distributed Co-ordination Fun
tionIn the Distributed Co-ordination Fun
tion of the IEEE 802.11 standard [10℄, [20℄, anode i wishing to transmit a pa
ket 
hooses a ba
ko� interval of Bi slots. The ba
ko�interval is a random variable that is uniformly distributed over an interval [0; 
w℄,where 
w is the size of the 
ontention window. When the 
hannel be
omes idle fora difs [10℄ period, node i starts de
rementing Bi by one after ea
h slot time. If the
hannel be
omes busy, it freezes the ba
ko� timer Bi and restarts it when the 
hannelbe
omes idle for a difs period again. When Bi be
omes zero, node i sends an RTSto the intended destination. If two nodes 
hoose the same ba
ko� interval and start
ounting down together, their RTSs will 
ollide. Then the 
olliding nodes 
hoose newba
ko� intervals and repeat the pro
ess of 
ontention. After the su

essful re
eiptof an RTS, the re
eiver sends ba
k a CTS to the sender. The sender transmits dataafter getting the CTS and the re
eiver sends ba
k an ACK after re
eiving the datapa
ket reliably.



4B. Distributed Fair S
heduling Proto
olThis se
tion summarizes the basi
 DFS proto
ol presented in [20℄ to lay the ba
k-ground for further understanding of the proto
ol in later 
hapters.DFS 
hooses ba
ko� intervals based on the length of the pa
ket and the weightof the 
ow. When a node i with weight wi wishes to transmit its k-th pa
ket of lengthlki , it 
hooses a ba
ko� interval Bi as,Bi = $S
aling Fa
tor � lkiwi% (2.1)S
aling Fa
tor allows for the 
hoi
e of a suitable s
ale for the ba
ko� intervals.To redu
e the possibility of 
ollisions, the authors propose a randomization of Bi asfollows, Bi = b� �Bi
 (2.2)where � is a random variable with mean 1. Bi thus obtained is referred to as theinitial ba
ko� interval.DFS separates the ba
ko� intervals used initially from those used after 
olli-sion. When a 
ollision o

urs for node i, it 
hooses a new ba
ko� interval as follows.CollisionWindow and MaxCollision are 
onstant parameters.� CollisionCounter is in
remented by 1.� if CollisionCounter < MaxCollision then, a variable x is 
hosen uniformlydistributed in h1; 2CollisionCounter�1 � CollisionWindowi, and Bi is 
hosento be the smallest prime larger than x. Otherwise, 
w = 2 � 
w + 1 and Bi is
hosen to be a random number uniformly distributed in the interval [0; 
w℄.



5The above pro
edure of 
ollision resolution in DFS 
hooses a relatively small Biafter 
ollision. The rationale behind the 
hoi
e of a small window after 
ollision asexplained by the authors, is that the initial ba
ko� intervals represent the eligibilityof the pa
ket. Sin
e a pa
ket met with a 
ollision, it should be given preferen
e byassigning a small Bi after 
ollision. However, Bi grows exponentially with the numberof 
onse
utive 
ollisions to prote
t against the situation when many nodes 
ollide.The DFS proto
ol allo
ates throughput in proportion to the weights of the 
ows.It a

ounts for variable pa
ket sizes and variable weights. Chapter III des
ribes theperforman
e of DFS in 
omparison to 802.11 as presented in [21℄.C. MotivationDFS 
an be implemented with simple modi�
ations to IEEE 802.11. A motivationbehind this work is to understand short-term fairness in DFS. DFS provides fair al-lo
ation of 
hannel bandwidth in the error-free environment. It fails to provide fairallo
ation in the presen
e of wireless errors. The wireless medium is typi
ally 
har-a
terized by lo
ation-dependent errors [17℄. Any fair s
heduling s
heme for wirelessenvironments that does not a

ount for errors may not be useful in error-prone wire-less environments. Hen
e, this work also derives motivation to provide fairness inDFS in the presen
e of wireless errors.D. Related WorkA lot of fair s
heduling poli
ies have been presented for a 
entralized s
heduler in awired network. The ideal Generalised Pro
essing S
heduler (GPS) [12℄, [18℄, s
hedulesbits at a time based on the weights of the parti
ipating 
ows in a round-robin order.Let Si(t1; t2) be the amount of servi
e 
ow i re
eives in the interval [t1; t2℄. Suppose



6the weights of 
ows i and j are wi and wj respe
tively. If 
ow i is ba
klogged duringthe interval [t1; t2℄ then, the following 
ondition holds:Si(t1; t2)Sj(t1; t2) � wiwj ; 8j (2.3)Equality holds in the above equation when 
ow j is also ba
klogged during the interval[t1; t2℄.Pa
ketized approximation of the GPS s
heduler is proposed in [1℄, [8℄, [9℄, basedon the notion of start time, virtual time and �nish time.Sin
e the wireless 
hannel is 
hara
terised by lo
ation-dependent errors, the al-gorithms of fair allo
ation for a wired link 
annot to applied dire
tly to the wirelesslink. A des
ription of the issues and approa
hes of fair queueing in wireless networksis presented in [4℄. Many fair queueing algorithms for fair s
heduling in a wirelesslink have been dis
ussed in [3℄, [13℄, [14℄, [16℄. All of these adopt the 
entralisedapproa
h and follow a 
ompensation pro
edure. They maintain state informationabout the lead and lag of 
ows. When a 
ow is unable to utilize the 
hannel dueto wireless errors, another error-free 
ow is allo
ated the 
hannel. This 
auses theformer to lag and the latter to gain a lead. The 
ompensation model in all theses
hemes enables the lagging 
ows to make up for the loss and, allows for the gra
efuldegradation of leading 
ows. A generi
 approa
h to provide 
ompensation to lagging
ows is dis
ussed in [19℄, whi
h maintains an additional 
ompensating 
ow at ea
hnode to allo
ate additional bandwidth to the lagging 
ows. This approa
h 
an beeasily applied in the distributed wireless network environment as dis
ussed in [21℄.E�ort-Limited Fair (ELF) s
heduling for wireless networks is presented in [5℄.ELF proposes a novel notion of e�ort-limited fairness for wireless links by extendingthe 
entralised weighted fair queuing algorithms [1℄, via dynami
 weight adjustment.ELF guarantees that all 
ows experien
ing an error-rate below a per-
ow threshold



7re
eive their expe
ted servi
e. This thesis borrows the idea of dynami
 weight adjust-ment from ELF [5℄ to provide long-term fairness in DFS in the presen
e of wirelesserrors.



8CHAPTER IIISIMULATION DETAILSA. Simulation S
enario and ParametersThis se
tion des
ribes the simulation s
enario and DFS parameters used in the simu-lations. The s
enario and parameters used in this work are identi
al to those used in[21℄. This work uses a DFS proto
ol implementation on ns-2 simulator [7℄, [15℄, basedon the implementation in [21℄1. The 
hannel bandwidth is 
onsidered to be 2Mbps.The simulation environment 
onsists of n number of nodes. All nodes are stationaryand are in the transmission range of ea
h other to simulate a broad
ast LAN. Themaximum number of nodes 
onsidered is 128. The number of nodes is always even.On a LAN with n nodes, n=2 
ows are set up. A 
ow i is established from node i tonode i+1. In this thesis identi
al 
ows refer to 
ows whi
h are always ba
klogged andhave equal weights and equal pa
ket sizes. Unless spe
i�ed otherwise, the followingassumptions are made:� All 
ows are always ba
klogged.� All 
ows use CBR traÆ
.� The duration of the simulation is 6 se
onds.� All data pa
kets are 512 bytes. Sin
e 802.11 does not a

ount for variablepa
ket sizes, 
onstant length pa
kets are 
onsidered in DFS for its 
omparisonwith 802.11.1There are small di�eren
es in implementation of DFS in this work and in [21℄,spe
i�
ally in the implementation of ba
ko� interval.



9� S
aling Fa
tor is 0.02. The 
hoi
e of the S
aling Fa
tor governs the trade-o�between aggregate throughput and fairness as des
ribed in [21℄.� CollisionWindow is 4 slots. A larger value is needed for 
ollision resolution inthe presen
e of wireless errors as des
ribed in Chapter V.� There are n nodes with n=2 identi
al 
ows of weight 2=n. Sin
e 802.11 doesnot a

ount for weights, equal weights are 
onsidered in DFS for its 
omparisonwith 802.11.� The MAC header is 
ounted towards the throughput 
al
ulation, to a

ountfor the MAC overhead asso
iated with the transmission of ea
h data pa
ket.Therefore, the MAC frame size of 584 bytes is 
onsidered for the throughput
al
ulation in DFS and 802.11.� The random variable � in Equation 2.2 is uniformly distributed in the interval[0:9; 1:1℄.� MaxCollision is set to 3.� The sum of weights of 
ows adds to 1.The variable Lki in Equation 2.1 refers to the MAC frame size whi
h defaultsto 584 bytes. Plugging the default values in Equation 2.2, the ba
ko� interval Bi isgiven by the following for n identi
al 
ows.Bi = $0:02 � 5842n % ; orBi = b5:84 � n
 (3.1)Sin
e the variable � in Equation 2.2 is uniformly distributed in the interval[0:9; 1:1℄, the randomization interval of Bi for n identi
al 
ows varies within 20%



10of Bi in Equation 3.1 and, the interval 
an be redu
ed to the following for the defaultvalues, b5:256 � n
 <= Bi <= b6:424 � n
 (3.2)Note that the initial ba
ko� interval Bi is dire
tly proportional to the number of
ows for the 
ase of identi
al 
ows. It varies inversely with the weight of a 
ow.The following throughput fairness index presented in [11℄ is used for the envi-ronments where all 
ows are always ba
klogged. Suppose Tf denotes the throughputa
hieved by 
ow f and wf denotes the weight of 
ow f , then the throughput fairnessindex is 
al
ulated as,
fairness index = �Pf Tf=wf�2number of 
ows �Pf(Tf=wf)2 (3.3)Larger the fairness index value, larger is the fairness measure. A value of 1represents 100% throughput fairness. This is the fairness metri
 used throughout thisthesis.B. Collision Resolution in 802.11 and DFSThe default initial 
ontention window size spe
i�ed in 802.11 [10℄ is 31. This valueis also used for the 802.11 simulation results presented in this thesis. This is also theminimum 
ontention window value spe
i�ed in 802.11. 802.11 uses binary exponentialba
ko� for 
ollision resolution. After every 
ollision, 802.11 doubles the 
ontentionwindow size (
w) and resets it to the minimum window size only after a su

essfultransmission. 802.11 doubles the window size as, 
wi+1 = 2 � 
wi+1. Therefore, with
onse
utive 
ollisions the window grows from 31 to 63, 127, 255, 511 and 1023. 1023
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(b) Fairness indexFig. 1. Comparison of DFS with 802.11is the maximum limit on the 
ontention window size.DFS rea
ts to 
ollisions unaggressively initially by pi
king a small window. WithCollisionWindow equal to 4 slots, DFS 
hooses a 
ontention window of 5 slots after the�rst 
ollision. Upon 
onse
utive 
ollisions the 
ontention window grows from 5 to 11,and 17 initially, by adjusting it to the nearest prime number for a uniform distributionof ba
ko� intervals. With further subsequent 
ollisions, the 
ontention window growsexponentially from 35, to 71, 143, 287 and so on, as explained in Chapter II. Thisvalue is limited by 1023 slots. As shown in Chapter IV, the 
ontention window after
ollision in DFS usually does not grow to larger values.C. Performan
e of DFSThis se
tion repeats the performan
e 
omparison of DFS with 802.11 as des
ribed in[21℄ for the sake of 
ompleteness and for the understanding of following 
hapters inthis thesis.Figure 1a plots the variation in aggregate throughput as the number of 
ows in-
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(b) Sixteen 
owsFig. 2. Distribution of bandwidth amongst 
ows
reases. The remarkable 
hara
teristi
 of DFS is that, the aggregate throughput doesnot degrade as the number of 
ows in
reases. Su
h a 
onstant aggregate throughput
urve is highly desirable of any s
heme that should s
ale well with the number of
ows.Figure 1b plots the variation of fairness index as the number of 
ows in
reases.In 802.11, the fairness index de
reases as the number 
ows in
reases. This is be
auseof in
reased 
ollisions due to in
reased load on the 
hannel. On the other hand DFSgives 99.99% throughput fairness even for large the number of 
ows. This is alsoa desirable property of any fair s
heduling poli
y that is expe
ted to s
ale with thenumber of 
ows. This is a measure of long-term fairness as it is over a duration of 6se
onds and is averaged over 4 runs.Figure 2 plots the distribution of bandwidth amongst 
ontending 
ows. Sin
e afair allo
ation of bandwidth should allo
ate throughput in proportion to the weightsof the 
ows, the y-axis plots Throughput=Weight. A fair allo
ation would result in ahorizontal straight line 
urve for the Throughput=Weight metri
. In Figure 2a thereare 4 identi
al 
ows and DFS allo
ates equal bandwidth to all the 
ows as desired.



13

0.6

0.9

1.2

1.5

1.8

2.1

2.4

1 2 3 4 5

T
hr

ou
gh

pu
t /

 W
ei

gh
t

Destination node of a flow

"802.11"
"DFS"

(a) Variable pa
ket sizes
1.3

1.4

1.5

1.6

1 2 3 4 5

T
hr

ou
gh

pu
t /

 W
ei

gh
t

Destination node of a flow

"DFS"

(b) Variable weightsFig. 3. Long-term fairness with variable pa
ket sizes and variable weightsFigure 2b 
onsiders the 
ase of 16 identi
al 
ows. DFS allo
ates equal bandwidthto all the 
ows, whereas 802.11 exhibits unfairness by allo
ating unequal bandwidthamongst 
ows.Figure 3a shows fairness a
hieved by DFS when variable pa
ket sizes are used.In Figure 3a, there are three 
ows with 
onstant pa
ket sizes of 584, 328 and 200bytes respe
tively. DFS allo
ates equal share of bandwidth to all the three 
ows.802.11 does not a

ount for variable pa
ket sizes and is biased towards 
ows withlarger pa
ket sizes.In Figure 3b shows fairness a
hieved by DFS when variable weights are assignedto the 
ows. It 
onsiders three 
ows whi
h have equal pa
ket sizes of 584 bytes. Theweights of the three 
ows are 0:9, 0:05 ad 0:05 respe
tively. DFS allo
ates bandwidthin proportion to the weights of the 
ows as observed by the straight line 
urve for theThroughput=Weight metri
. 802.11 does not have any provision for variable weights.Hen
e, a 
orresponding 
urve for 802.11 is not plotted.The key observations in this se
tion 
an be summarized as follows,



14� Aggregate throughput obtained in DFS s
ales with the number of 
ows. It doesnot degrade with in
rease in load as observed in 802.11.� DFS a
hieves almost 100% long-term fairness even with large number of 
ows.� DFS allo
ates bandwidth in proportion to the weights of the 
ows and a

ountsfor variable pa
ket sizes.



15CHAPTER IVFAIRNESS IN DFSThis 
hapter presents a 
omparison between the 
ontention behavior of 802.11 andDFS. It dis
usses the unfairness in 802.11. The use of a small window after 
olli-sion is justi�ed, and the signi�
an
e of 
hoosing weights in DFS is dis
ussed. This
hapter presents a 
omparison of DFS with GPS [18℄. This 
hapter dis
usses the fast
onvergen
e of fairness index in DFS and studies short-term fairness in DFS.A. Fairness in 802.11As dis
ussed in [2℄, 802.11 
an lead to unfair allo
ation of bandwidth. Due to bi-nary exponential ba
ko�, 802.11 rea
ts aggressively to 
ollisions by doubling the
ontention window with ea
h 
ollision and resetting it to the minimum 
ontentionwindow value only upon a su

essful transmission. This 
auses large variations inthe ba
ko� 
ounter. This 
an lead to unfairness when 
ows with relatively largeba
ko� 
ounters 
ollide with the relatively less ba
ked o� 
ows, whi
h in turn win
ontention, maintaining a small ba
ko� 
ounter as dis
ussed in [2℄. To solve thisproblem [2℄, proposes a mild ba
ko� me
hanism to share the 
ontention information
orre
tly and have the ba
ko� 
ounters 
orre
tly re
e
t the level of 
ontention onthe 
hannel. DFS solves this problem by separating the initial ba
ko� 
ounter fromthe ba
ko� 
ounter used for 
ollision resolution. It 
hooses the initial ba
ko� 
ountervalue proportional to the number of 
ows.The following s
enario studies the impa
t of 
ollisions in 802.11 and DFS. Whenmultiple identi
al 
ows start together, they all wait for an interval of difs [10℄ to sensethe 
hannel as idle, before they transmit the RTSs. These RTSs 
ollide and all 
owsba
ko� in both 802.11 and DFS.



16In DFS with 16 identi
al 
ows whi
h always have something to send, all of the
ows experien
e 
ollisions initially and 
hoose a small ba
ko� interval in the range [1,5℄with the parameters spe
i�ed in Chapter III. Sin
e 16 
ows randomly pi
k ba
ko�intervals in su
h a small range, more than two 
ows 
hoose the same interval witha high probability, leading to 
ollisions. They go into exponential ba
ko�, 
hoosingba
ko� intervals from a larger range of [1,11℄. This time pa
kets from fewer 
ows
ollide. They again 
hoose ba
ko� intervals from a larger range of [1,17℄. Eventually,
ows stagger apart. When su
h a large number of identi
al 
ows start together, thereare 
ollisions initially but the syn
hrony is destroyed due to randomization and, the
ows stagger apart. Subsequent and later 
ollisions do no usually involve more thantwo 
ows.In 
omparing the same s
enario with 802.11, all the nodes wait for difs interval tosense the 
hannel as idle and transmit theirRTSs in the same slot, leading to 
ollisions.This happens only at the start of the simulation. All 
ows go into exponential ba
ko�doubling their window sizes. After 
ollision all the 
ows 
hoose ba
ko� intervals inthe range of [0,63℄. Subsequently, there are fewer 
ollisions and the 
olliding 
owspi
k a ba
ko� interval in a larger range of [0,127℄. For the same s
enario in DFS,
ollisions are resolved at a lower 
ontention window value of 17 only. 802.11 rea
ts to
ollisions very aggressively by shooting up its window size to up to 1023, whi
h is themaximum limit on the window size. As the number of 
ows in
reases, the 
ontentionwindow values in 802.11 get very large.A 
omparison of 
ontention window values after 
ollision in 802.11 and in DFSis given in Figure 4 for a simulation with 50 identi
al 
ows. It is observed that thenumber of 
ollisions in 802.11 is relatively more than in DFS. This is be
ause ofthe 
hoi
e of large initial ba
ko� intervals in DFS as opposed to a small 
ontentionwindow of 31 in 802.11. The 
urve for DFS plots the ba
ko� intervals used after 
olli-
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Fig. 4. Distribution of 
ontention window values after 
ollision in 802.11 and DFSsion, whereas the points on the 802.11 
urve represent the 
ontention window values.Therefore, the envelop of the two 
urves should be used for 
omparison. Figure 4shows that 802.11 rea
ts to 
ollisions very aggressively and in
reases the 
ontentionwindow exponentially to 1023. DFS begins with large enough initial ba
ko� intervalsin the range of [525-642℄ obtained from Equation 3.2. Su
h a large ba
ko� intervalredu
es 
ollisions. At the same time, the 
hoi
e of a small window after 
ollisionsin
reases the number of 
ollisions, but not as mu
h as in 802.11. In this 
ase, DFSgets slightly higher throughput than 802.11 and mu
h higher long term throughputfairness index than 802.11.The aggressive rea
tion of 802.11 to 
ollisions has serious impa
t on fairness. Intwo di�erent simulations with 16 and 50 identi
al 
ows, it was observed that some
ows were 
ompletely ba
ked o� during 
ertain intervals. Clearly, aggressive binaryexponential ba
ko� 
auses unfairness in 802.11.B. Contention Behavior of 802.11 and DFSIt is important to analyze the di�eren
e in the 
ontention behavior of 802.11 [10℄ andDFS [20℄. 802.11 uses �xed size initial 
ontention windows. With ea
h 
ollision in



18802.11, the 
ontention window is doubled, and it is reset to the minimum 
ontentionwindow value only after a su

essful transmission. On the other hand DFS 
hoosesinitial ba
ko� interval of variable size, whi
h is proportional to the number of 
ows.Upon 
ollision, DFS 
hooses a small 
ontention window in a �xed interval. Withsubsequent 
ollisions, the interval size is in
reased exponentially.When the number of 
ows is large, the 
ontention behavior of 802.11 and DFSare opposite of ea
h other. Suppose there are 50 
ows. 802.11 will 
hoose initial
ontention window sizes of 31. Sin
e the number of 
ows is large, the 
ontentionwindow values after 
ollisions will shoot to up to 1023 as observed in Se
tion A.Whereas in DFS, the initial ba
ko� intervals are 
hosen in a larger range of [525-642℄as des
ribed in Se
tion A. After 
ollision it uses small 
ontention window valueswhi
h grow from 5 to up to 143 as explained in Chapter III. In other words, 802.11
hooses small windows initially and large windows after 
ollision. On the other hand,DFS 
hooses large ba
ko� intervals initially and small intervals after 
ollisions.Sin
e the initial ba
ko� intervals in DFS are large enough, being proportionalto the load on the 
hannel, the 
hoi
e of a small window after 
ollision does notne
essarily deteriorate its performan
e. In 802.11, 
hoosing a small ba
ko� intervalafter 
ollision would aggravate 
ontention on the 
hannel and degrade the e�e
tiveutilization of the 
hannel. DFS 
hooses initial ba
ko� intervals inversely proportionalto the weights of the 
ows. This not only redu
es the probability of 
ollisions butalso distributes bandwidth in proportion to the weights. Sin
e DFS intelligently pi
ksappropriate (depending on the number of 
ows) 
ontention window values initially,it 
an rea
t less aggressively to 
ollisions. Choosing small 
ontention window after
ollision allows a lagging 
ow to make up for the loss. In other words, it prevents the802.11 phenomenon dis
ussed in Se
tion A, by preventing already ba
ked-o� 
owsfrom being put into further ba
ko�.



19C. Analysis of Collision Resolution in DFSThis se
tion presents an analysis of unaggressive 
ollision resolution in DFS. It justi�esthe use of a small window after 
ollision by 
omparing di�erent variations of DFS with802.11 and emphasizes the signi�
an
e of the 
hoi
e of weights in DFS.802.11 does not have any notion of weights and does not a

ount for variablepa
ket sizes. Therefore, for an e�e
tive 
omparison between 802.11 and DFS, �xedweights were assigned to the 
ows in DFS so as to be 
omparable with the initialwindow size of 31 in 802.11. Two variants of DFS are 
onsidered. The �rst one isDFS1, wherein weights of 
ows is �xed to 0.33. The rationale behind 
hoosing a �xweight of 0.33 is that, this leads to an initial window size of approximately 31 slots.In DFS1 the a
tual ba
ko� intervals are 
hosen in the range of [31-38℄, obtained fromEquation 3.2. This gives a small range of 8 slots only as 
ompared to the range of 31slots 
hosen in 802.11. Hen
e, a se
ond and more re�ned variant of DFS 
onsideredhere is DFS2. In DFS2, the weights of 
ows is �xed to 0.066. This leads to initialba
ko� intervals in the range of [159-194℄. The length of this randomization intervalis equal to 36 slots, whi
h is 
omparable to the randomization interval of 31 slots usedin 802.11. DFS1 and DFS2 follow the 
ollision resolution me
hanism of DFS.Figure 5 shows the in
rease in the sum of weights of all 
ows with the number of
ows in DFS1, DFS2 and in DFS. In DFS weights are always adjusted to get a sumof 1.Figure 6a 
ompares the aggregate throughput with the number of 
ows in DFS1and DFS2. Figure 6b 
ompares the fairness index with the number of 
ows in DFS1and DFS2.
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21In DFS1, when the number of 
ows is 2, a weight of 0.33 yields larger windowsthan a weight of 0.5 in DFS, 
al
ulated as 1=number of flows. Therefore, aggregatethroughput of DFS1 is lower than the aggregate throughput in DFS for 2 
ows. For4 and 8 
ows, DFS1 
hooses smaller ba
ko� intervals of the order of 31, whereas DFS
hooses larger intervals, as they are proportional to the number of 
ows. Therefore,DFS1 a
hieves higher aggregate throughput without mu
h degradation of fairnessindex be
ause the load due to 4 and 8 
ows is relatively less. When the number of
ows in
reases beyond 12, there is a signi�
ant drop in aggregate throughput andin long-term fairness index a
hieved by DFS1. Sum of the weights of more than 12
ows is greater than 4 as shown in Figure 5. For more than 12 
ows, sin
e the initialba
ko� interval is smaller, and ba
ko� after 
ollision is not aggressive enough, it leadsto degradation in throughput and fairness in DFS1 as observed in Figure 6.In DFS2, when the number of 
ows is less than 16, DFS2 attains very lowthroughput in 
omparison with DFS and 802.11, be
ause of the 
hoi
e of unne
essarilylarge initial ba
ko� intervals. Sin
e the weights of DFS and DFS2 are same for 16
ows, their throughput and fairness 
urves 
ross over at 16. When the number of
ows in
reases from 20 to 40, DFS2 gets advantage of 
hoosing smaller windowsin 
omparison to DFS. It attains higher throughput and fairness index. When thenumber of 
ows in
reases beyond 50, throughput and fairness of DFS2 degrades,be
ause the initial ba
ko� interval in the range of [159-194℄ is not large enough tosustain the load of su
h a large number of 
ows and, the 
hoi
e of a small windowafter 
ollision leads to in
reased 
ontention. The weights of 50 
ows adds up to3.3 as shown in Figure 5. Clearly, if the number of 
ows is in
reased further, theperforman
e of DFS2 will degrade further. As observed, the aggregate throughputand fairness index in DFS2 are lower for 64 
ows.It is evident that the 
hoi
e of small window after 
ollision deteriorates perfor-



22man
e when the weights of the ba
klogged 
ows add up to a larger number. Thisthreshold 
an be set at 3. DFS a
hieves a nearly 
onstant aggregate throughput and99.99% long-term fairness, be
ause the sum of the weights add up to 1. This enablesthe use of appropriate initial window sizes and, the 
hoi
e of a small window after
ollision does not deteriorate performan
e. If the weights add up to a number largerthan one, then 
hoosing a small window after 
ollision would deteriorate performan
eas studied in this se
tion.D. Comparison of DFS with GPSIn order to 
ompare DFS with GPS, a non-work-
onserving GPS s
heduler is de-s
ribed in [21℄. This s
heduler is referred to as NW-GPS. The NW-GPS s
hedulertransmits data a

ording to GPS s
heduling. It idles whenever the wireless 
hannel istransmitting 
ontrol information like, RTS, CTS or ACK frames. It also idles duringthe transmission of the MAC header and during 
ollisions. Whenever the DFS s
hed-uler su

essfully transmits data, the NW-GPS s
heduler serves data from amongstthe ba
klogged 
ows, and it idles at all other times. As dis
ussed in [21℄, this will givea 
omparison of fairness only and it does not a

ount for the throughput 
omparison.A simulation study was done for 2, 4 and 16 
ows. The simulation duration was10 se
onds. All 
ows were always ba
klogged and had equal weights. All 
ows hadequal sized pa
kets of 512 bytes for simpli
ity.The servi
e time of a pa
ket is the time at whi
h the s
heduler �nishes servi
ingthe pa
ket. Sin
e DFS is a pa
ketized servi
e dis
ipline and all pa
kets are 
onstantsize, the di�eren
e in servi
e time between DFS and NW-GPS is n � T , where T isthe transmission time for a pa
ket and n 
an be 0,1,2,3. . . .Figure 7 
ompares DFS and NW-GPS s
heduling dis
iplines for two 
ows. The
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Fig. 7. CDF fun
tion for di�eren
e in servi
e time of DFS and NW-GPS for two 
owsx-axis represents the di�eren
e in servi
e time of DFS and NW-GPS. The Y-axisrepresents the 
umulative probability distribution p(t <= T ) , that is the probabilitythat the di�eren
e in servi
e time of DFS and NW-GPS s
hedulers is less than equalto T time units. A negative value on the x-axis implies that DFS is ahead of NW-GPS by x time units and a positive value implies that DFS lags behind NW-GPS byx time units. With the parameters spe
i�ed in Chapter III, the transmission timeof one pa
ket is 0:002048 se
onds. Figure 7 shows that DFS is ahead of NW-GPSby at most two pa
kets and it lags behind NW-GPS by at most one pa
ket servi
etime. Therefore, in this 
ase the di�eren
e in the servi
e time of DFS and NW-GPSis bounded by the transmission time of two pa
kets in the error free environment.Figure 8 
ompares the di�eren
e in servi
e time of 802.11 and DFS with NW-GPS for four 
ows. This di�eren
e 
learly relates to the short-term fairness. Sin
e802.11 is unfair over the long term as studied in Se
tion A, it 
annot be fair in theshort term. This is also observed in Figure 8a.Due to 
ollisions, DFS does not always servi
e pa
kets in order of their eligibility.This 
auses reordering of pa
kets and leads to a skew in the di�eren
e in servi
etime of DFS and NW-GPS. The skew 
aused by the out of order pa
kets adds up
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(b) DFSFig. 8. Comparison of di�eren
e in servi
e time of 802.11 and DFS with NW-GPS forfour 
ows
umulatively with subsequent out of order pa
kets. This phenomenon gets moreprominent as the number of 
ows in
reases, be
ause 
ollisions, and number of outof order pa
kets in
rease with the number of 
ows. This phenomenon is observed inFigure 8b, whi
h plots the di�eren
e in servi
e time of DFS and NW-GPS for four
ows. This graph is s
aled for 
omparison with 802.11. This skew in servi
e times
an be illustrated through an example. Let the di�eren
e in servi
e time of DFS andNW-GPS be denoted as �T . Suppose DFS s
hedules out of order pa
kets due to
ollisions during an interval [t1,t2℄. This will lead to di�eren
es in the servi
e timeof pa
kets in DFS and in NW-GPS. Later on during [t3,t4℄, DFS s
hedules pa
ketsin the same servi
e order as that in NW-GPS. In this 
ase �T during [t3,t4℄ will notbe 0, as desired, instead it will be equal to the �T during [t1,t2℄. Therefore, it isuseful to 
ompare the di�eren
e in inter pa
ket servi
e time of DFS and NW-GPSto eliminate the 
umulative e�e
t of previous out of order pa
kets from being 
arriedfurther. This yields a 
omparison of relative servi
e times instead of the absoluteservi
e times. Sin
e MAC overhead is ignored in the 
omparison, the servi
e order is
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(b) Sixteen 
owsFig. 9. Di�eren
e in inter pa
ket servi
e time of DFS and NW-GPSmore important than the absolute servi
e time.Figure 9 plots the di�eren
e in inter pa
ket servi
e time between DFS and NW-GPS for all 
ows. Sin
e 802.11 is unfair over the long-term, a similar plot for the
omparison of short-term fairness in 802.11 is not given. The x-axis represents thedi�eren
e in inter pa
ket servi
e time between DFS and NW-GPS in terms of numberof pa
kets. For instan
e a value of �2 represents that DFS servi
ed pa
kets earlier bytwo pa
kets transmission time (the pa
ket sizes are 
onstant for these simulations).Analogously, a positive value of 2 on the x-axis represents that DFS was laggingbehind GPS by two pa
kets transmission time. The y-axis represents the 
umulativeprobability p(t <= T ) , that the di�eren
e in inter pa
ket servi
e time of DFS andNW-GPS s
hedulers is less than equal to T time units.Figure 9a plots the CDF fun
tion for 4 
ows. As observed, the probability thatDFS gets ahead of NW-GPS or lags behind NW-GPS by more than 2 pa
kets is 0.Figure 9b plots the CDF fun
tion for 16 
ows. For this simulation, DFS does not getahead of NW-GPS by more than 6 pa
kets and it does not lag behind NW-GPS bymore than 12 pa
kets.



26Sin
e DFS algorithm is non-deterministi
 due to priority inversion 
aused by
ollisions [21℄, it is diÆ
ult to derive deterministi
 bounds for the di�eren
e in servi
etime of DFS and NW-GPS. However, the simulation results in this se
tion show thatDFS order does not di�er from the GPS order by large values.E. Short-term Fairness in DFSDFS uses variable sized ba
ko� intervals proportional to the number of 
ows for fairallo
ation of bandwidth. This idea 
an be applied to 802.11. A variation of 802.11 is
onsidered where the initial window sizes are proportional to the number of 
ows asin DFS. Clearly, su
h a variant of 802.11 
an be 
ompared with DFS only when theweights and pa
ket sizes of the 
ontending 
ows are equal. This variant of 802.11 isreferred to as 802.11 S
aled.To 
ompare the e�e
t of unaggressive 
ollisions in DFS, another variant of DFSis 
onsidered whi
h performs aggressive 
ollision resolution using binary exponentialba
ko�. This is referred to as Aggressive DFS. Collision resolution is said to beaggressive in Aggressive DFS be
ause, after 
ollision it doubles its 
ontention windowinstead of 
hoosing a small window.Figure 10 gives a 
omparison between 802.11, 802.11 S
aled, DFS and Aggres-sive DFS for a simulation with twenty four identi
al 
ows. Fairness index is 
al
ulatedusing the Equation 3.3. Aggregate throughput is 
al
ulated by adding the throughputof all the twenty four 
ows. This data is for a single run. The x-axis represents theinterval over whi
h fairness index and throughput are 
al
ulated. It shows the rate of
onvergen
e of fairness index and throughput for the four s
hemes. Figure 11 mag-ni�es the [0-1℄ se
ond interval in the Figure 10 for a better 
omparison of short-term
onvergen
e of fairness index and aggregate throughput.
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(b) Aggregate throughputFig. 10. Long-term 
onvergen
e of fairness index and aggregate throughput
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28It is observed that 802.11 S
aled attains higher fairness index and aggregatethroughput in 
omparison to 802.11. It 
onverges to the long-term fairness indexfaster than 802.11. The improvement in its fairness is due to the 
hoi
e of propor-tionally large initial window sizes based on the number of 
ows. It performs poorerthan DFS and Aggressive DFS be
ause, it 
hooses the initial 
ontention window ina larger range of [0-308℄ as opposed to a shorter range of [252-308℄, obtained fromEquation 3.2, used by DFS and Aggressive DFS. This 
auses large variations in theba
ko� intervals. Moreover, the 
hoi
e of exponentially large windows after 
ollisiondoes not allow for the 
ompensation of lagging 
ows and hen
e, fairness is lower.Aggressive DFS a
hieves lower aggregate throughput in 
omparison to DFS be-
ause of the 
hoi
e of large ba
ko� intervals after 
ollision. It also attains lowerfairness index as 
ompared to DFS whi
h shows that the 
hoi
e of a small windowafter 
ollision in DFS, improves its fairness by giving the lagging 
ows preferen
e in
hannel allo
ation.Clearly, DFS performs best amongst all the s
hemes with fastest 
onvergen
e offairness index. Performan
e of 802.11 S
aled suggests that signi�
ant improvement inthe performan
e of 802.11 
an be a
hieved by using initial window sizes proportionalto the number of 
ows.To study the short-term fairness in DFS, the number of pa
kets re
eived in veryshort sliding window intervals were 
onsidered. The length of the interval was s
aledwith the number of 
ows. Figure 12a plots the frequen
y distribution of the numberof pa
kets re
eived in a sliding window of 20mse
 for 4 
ows in 802.11, 802.11 S
aled,DFS and Aggressive DFS. The window slides by half the length of the interval inea
h 
ase. Figure 12b, Figure 13a and Figure 13b give a similar plot for 8, 16 and 24
ows respe
tively.It is observed that 802.11 and 802.11 S
aled obtain zero throughput with high
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(b) Eight 
owsFig. 12. Frequen
y distribution of number of pa
kets re
eived in 20mse
 and 40mse
intervals for 4 and 8 
ows respe
tively
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30frequen
y. These are the intervals when some 
ow is 
ompletely ba
ked o� as dis-
ussed in Se
tion A of this 
hapter. As seen in Chapter III, the fairness index of 802.11de
reases with the number of 
ows. Similarly, the frequen
y of zero pa
kets obtainedduring spe
i�ed intervals in 802.11 in
reases with the number of 
ows. 802.11 S
aleda
hieves improved short-term fairness in 
omparison to 802.11 due to a lesser spreadin its 
urve. Larger spread in Figure 12 and Figure 13 indi
ates poorer short-termfairness. DFS always re
eives 1 or 2 pa
kets only. This implies that, all 
ows geteither 1, or 2 pa
kets in all intervals 
onsidered. DFS re
eives 0 or 3 pa
kets in allintervals with a frequen
y less than 0.09%. Aggressive DFS re
eives 1 or 2 pa
ketswith a higher frequen
y. It re
eives 0 or 3 pa
kets with a frequen
y less than 4%.Aggressive DFS re
eives 0 or 3 pa
kets with a higher frequen
y as 
ompared to DFS.This shows that the 
hoi
e of a small window after 
ollision in DFS helps in a
hievingshort-term fairness.



31CHAPTER VWIRELESS ERRORSA. Introdu
tionWireless 
hannels are prone to errors due to many fa
tors, su
h as path loss, multipathinterferen
e, attenuation, 
o-
hannel interferen
e, ba
kground noise and movement oftransmitter or re
eiver. The presen
e of errors 
auses wireless link 
apa
ity to vary intime and lo
ation. This 
auses diÆ
ulty in bandwidth allo
ation in the presen
e ofwireless errors. The error-prone 
ows do not get their expe
ted share of bandwidth asper the error-free bandwidth allo
ation s
hedule. Additional measures are requiredto meet the demands of the error-prone 
ows.This thesis borrows the idea of dynami
 adjustment of weights of 
ows for fairallo
ation of bandwidth in the presen
e of errors from ELF [5℄. ELF introdu
es anovel notion of e�ort-out
ome di�erentiation. When a 
ow su�ers moderately lowerror rates, it 
an in
rease its e�ort by in
reasing its weight, to make up for thebandwidth lost due to errors. In this 
ase the 
ow manages to get its expe
tedout
ome. But when the error rate is high, it should de
rease its demand by limitingits weight to prevent deterioration of link utilization. In this 
ase its e�ort is limitedand its out
ome is less than desired.ELF introdu
es an interesting 
on
ept of power fa
tor. Power fa
tor is a per-
owthreshold that 
an be assigned at the time of admission 
ontrol. The signi�
an
e ofpower fa
tor lies in the fa
t that, it determines the limit up to whi
h an erroneous
ow 
an try to in
rease its weight to re
laim the lost bandwidth. A larger value ofpower fa
tor gives more preferen
e to an erroneous 
ow at the time of 
ompensationfor lost bandwidth. Power fa
tor is useful in two aspe
ts. Firstly, di�erent appli
a-



32tions di�er in their 
apability to tolerate losses. For instan
e, a video appli
ation 
antolerate higher degrees of losses than a voi
e appli
ation. Therefore, by assigning alarger value of power fa
tor to a voi
e appli
ation and a lower value to a video appli-
ation, the amount of 
ompensation allowed to the two appli
ations 
an be 
ontrolledadministratively as dis
ussed in [5℄. Se
ondly, 
ompensation for an erroneous 
ow isat the 
ost of redu
ed throughput for other error-free or low-error 
ows. Power fa
torof an error-prone 
ow determines the limit up to whi
h other error-free 
ows will bea�e
ted during the 
ompensation of the error-prone 
ow.Following algorithm is used for dynami
 adjustment of weights by error-prone
ows. Suppose there are n 
ows sharing a wireless link. Ea
h 
ow has a weight wi,power fa
tor pi and experien
es an error rate of ei. The adjusted weight of the 
ow ias de�ned in [5℄ is, ai = minimum( wi1� ei ; pi � wi) (5.1)Suppose the error-free 
apa
ity of the wireless link is C. In the error-free 
on-dition, 
ow i with weight wi gets C � wi share of bandwidth, whi
h is in proportionto its weight. In the error-prone 
ondition, the 
hannel 
apa
ity for 
ow i drops toC � (1� ei). The 
ow i adjusts its weights to ai and its share of bandwidth Ti is givenby,
Ti = C � (1� ei) � ai = 8>><>>: C � wi; when ei < pi�1piC � (1� ei) � pi � wi; otherwise (5.2)As studied in Chapter IV, the sum of weights of the a
tive 
ows should not bemu
h larger than 1. This implies that power fa
tor 
annot be assigned arbitrarily. It



33should be assigned su
h that the sum of the adjusted weights of all the a
tive error-prone and error-free 
ows does not ex
eed a threshold in the worst 
ase of high errorrates. This threshold 
an be set to 2 or 3 based on the observations in Chapter IV.The error rate experien
ed by a 
ow i may vary over time. Let 
ow i observean error rate of obs eji during interval j. Flow i estimates its error rate eji duringinterval j by using an averaging fun
tion as given in Equation 5.4. The interval j isthe interval between errors. Whenever 
ow i identi�es a loss of a pa
ket due to error,it 
ounts the number of pa
kets it re
eived without errors sin
e the last re
eipt ofan errorneous pa
ket. This 
omprises of interval j. Let the number of data pa
ketsre
eived by 
ow i without errors during interval j be pktsji . Then the observed errorrate obs eji , and the estimated error rate eji are given by,obs eji = 1=pktsji (5.3)
eji = � � ej�1i + (1� �) � obs eji (5.4)The smoothing fa
tor � determines the interval and the rate at whi
h an error-prone 
ow re
eives its 
ompensation. A larger value of �, would enable an error-prone
ow to re
laim its lost bandwidth farther in the future, allowing for longer periodsof 
ompensation. A smaller value of � would be e�e
tive for improved fairness onlywhen the estimation of error rate is a

urate. Sin
e transient estimated error rates
an be very high, limiting the adjusted weight by the power fa
tor, a larger value of �is used in the simulations. This would also improve long-term fairness in the presen
eof bursty errors by allowing for longer periods of 
ompensation.



34B. Error ModelNot mu
h work has been done to analyze the nature of wireless errors. In [6℄ atypi
al wireless in-building WaveLan LAN is analyzed to show that WaveLan hasvery good error 
hara
teristi
s and it 
an a
hieve fairly low error rates. In [17℄, atra
e-based simulation of wireless errors is studied in di�erent s
enarios. It showsthat the error rates are below 10% for typi
al in-building s
enarios. The stationarymobile node s
enario studied in [17℄ is of interest to this work as stationary nodeshave been 
onsidered throughout this work. The error model for the stationary nodes
enario 
an be modeled as a random variable uniformly distributed in a range of lowerror rates. This error model is used in Se
tion D. The bursty 
omponent of erroris observed with in
reased mobility, whereas random low errors rates are observed inthe 
ase of in-building stationary mobile nodes.Most of the work in fair s
heduling in wireless transmission in [3℄, [13℄, [14℄, [16℄,and others 
onsider a 
entralized s
heduler that swaps slots to allow an error-free
ow to transmit when an eligible 
ow experien
es error. The losing 
ow is later
ompensated. Su
h swapping of transmission turns and 
ompensation is diÆ
ult inthe distributed environment of DFS be
ause, 
ows do not have information about thestate (erroneous or error-free, ba
klogged or unba
klogged) of other 
ows. When a
ow experien
es losses due to errors, it will have to expli
itly 
onvey this informationto the other 
ows, so that an error-free 
ow 
an transmit in pla
e of an erroneous
ow and later relinquish the extra bandwidth obtained due to the erroneous 
ow.Co-ordination of this information is diÆ
ult in a distributed environment.



35C. Estimation of Error RateThe goal is to distinguish between losses due to errors and losses due to 
ollisions, sothat appropriate ba
ko� measures 
an be taken. When a 
ow 
onsiders a loss to bedue to errors, it 
an in
rease its weight dynami
ally to demand extra bandwidth, butthe in
rease will be limited by a power fa
tor. On the other hand, when it 
onsidersthe loss to be due to 
ollision, it should exer
ise a ba
ko� me
hanism to lower the
ontention on the 
hannel.As dis
ussed in [21℄, losses 
an be distinguished based on the following heuristi
.The loss of an RTS or a CTS frame is assumed to imply a loss due to 
ollision, andthe loss of a DATA or an ACK frame is assumed to imply a loss due to errors. Su
ha heuristi
 is 
onservative and it does not 
ause in
reased 
ontention even when thepredi
tion is wrong. For instan
e, the sender dete
ts the loss of an RTS frame whenits CTSTimeout [10℄ timer expires. This 
ould be either due to loss of RTS, or dueto loss of CTS frame. RTS is a small frame and is less probable to be in error as
ompared to a larger DATA frame. It is the RTS that 
ollides when two or more
ows 
ount down their ba
ko� 
ounters simultaneously. This heuristi
 will fail whenan RTS frame is lost due to errors. In that 
ase, 
ollision resolution measures willbe taken, thereby redu
ing the load and therefore, this assumption is 
onservative.On the other hand, the loss of a DATA frame is unlikely to be due to 
ollision in theabsen
e of mobility. Therefore, this assumption is justi�ed in this s
enario.Sin
e DFS 
hooses a small 
ontention window after 
ollision, this 
an lead to in-
reased 
ontention on the 
hannel. This may lead to repeated retransmission requestsby the sender as a result of losses due to errors. Therefore, the ba
ko� me
hanismin the presen
e of errors should be aggressive. This is solved by 
hoosing a largervalue of the CollisionWindow parameter for the simulations. An alternative 
ollision
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ontrol s
heme dis
ussed below 
an be employed. The 
ollision resolution me
hanismmay 
hoose a small 
ontention window after 
ollision as in DFS. It 
an retain theprevious 
ontention window value that resolved 
ollisions and adjust it dynami
ally.The example of 
onse
utive 
ollisions in Se
tion A of Chapter IV for 16 identi
al
ows is 
onsidered. It is observed that the 
ontention window starts with 5, thenit in
reases to 11, and it resolves at 17. In this way it learns the appropriate value(17 here) by gradually in
rementing the window after ea
h 
onse
utive 
ollision. Arevised ba
ko� me
hanism based on [2℄ 
an be used. It 
an learn the appropriatevalue by retaining the previous 
ontention window value and adjust it dynami
ally.Then any subsequent 
ollision will start with a 
ontention window of 17, whi
h waslearnt from previous experien
e. If it was su

essful, it 
an redu
e the value by 1,otherwise in
rease it by a milder fa
tor of 1.2. A fa
tor of 1.2 is suÆ
ient be
ause itwill go into exponential ba
ko� if the 
ollisions be
ome 
onse
utive.D. Performan
eThe version of DFS implementing the algorithm dis
ussed in this 
hapter is referred toas DFS ERR. This se
tion presents a 
omparison of DFS ERR with DFS. DFS ERRallo
ates equal share of bandwidth to identi
al 
ows subje
t to similar error 
on-ditions. Hen
e, it is fair after 
ompensation for errors is done. Unless spe
i�edotherwise, following default values of parameters is used for the simulation resultspresented in this se
tion.� Error rate is a uniformly distributed random variable in a range spe
i�ed later.� DFS CollisionWindow parameter is equal to 10.� The maximum number of transmission attempts of an RTS is 3. The maximumnumber of transmission attempts of a DATA frame is 2.



37� Power fa
tor is 1.5 and averaging parameter � is 0.8.� Simulation duration is 4 se
onds.The error model uses pa
ketised approximation of the number of bytes in error.The errors vary uniformly in the interval [ErrorRatelow; ErrorRatehigh℄. MaxSize isequal to the length of appli
ation data measured in bytes. MaxSize is equal to 512bytes as spe
i�ed in Se
tion D of Chapter III. The error model is used to mark theerror 
ag of a pa
ket. It 
hooses a random number ErrRate, uniformly distributed in[ErrorRatelow; ErrorRatehigh℄ interval. The pa
ket is marked to be erroneous witha rate equal to ErrRate � Size of Pa
ket=MaxSize.Sin
e DFS 
hooses a small window after 
ollision and after error dete
tion, itimpli
itly 
hooses a larger weight for the retransmission of a pa
ket. Therefore, thedi�eren
e in the performan
e of DFS and DFS ERR is not very signi�
ant for lowerror rates.In Figure 14, four 
ows have been 
onsidered. This is a 
ase of lo
ation-dependenterrors where error-free and error-prone 
ows 
o-exist. The x-axis represents the num-ber of 
ows in error. Figure 14a plots the variation in aggregate throughput with thein
rease in the number of erroneous 
ows. Figure 14b plots the variation in fairnessindex with the in
rease in the number of erroneous 
ows. It is observed that bothDFS and DFS ERR are fair when zero or all 
ows are subje
t to the same errorrate. DFS is most unfair when 50% 
ows are in error. DFS ERR a
hieves improvedfairness.Figure 15a and b show that the amount of 
ompensation allowed to erroneous
ows 
an be 
ontrolled by means of power fa
tor. In this 
ase higher error rates vary-ing between [30-40℄% have been 
onsidered. Figure 15a shows that a lower power fa
-tor of 1.1 does not allow for the desired 
ompensation of erroneous 
ows. Figure 15b
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39plots the per
entage loss su�ered by an error-free 
ow in order to 
ompensate for theerroneous 
ows. Higher values of power fa
tor lead to higher fairness but at the 
ostof higher degradation of error-free 
ows as observed in Figure 15b. This exampleshows that the amount of bandwidth of the error-free 
ows utilized for 
ompensation
an be 
ontrolled by the suitable 
hoi
e of power fa
tor.



40CHAPTER VICONCLUSIONThis thesis studies the unfairness in 802.11 and presents a study of short-term fairnessin DFS by 
omparing it with a non-work-
onserving GPS s
heduler des
ribed in [21℄.It is shown that the di�eren
e between the s
heduling order of DFS and GPS is smallfor the simulations studied. It is hard to give stri
t bounds on the di�eren
e in DFSand GPS s
heduling orders, be
ause of non-deterministi
 nature of s
heduling andpriority inversion 
aused by 
ollisions in DFS.Chapter IV highlights an important di�eren
e between the 
ontention behaviorof DFS and 802.11. It shows that for a large number of 
ows, their behavior is theopposite of ea
h other. 802.11 
hooses a �xed size small initial 
ontention windowwith aggressive 
ollision resolution whereas, DFS 
hooses a variable sized large initialba
ko� interval with unaggressive 
ollision resolution.Chapter IV justi�es the use of a small window after 
ollision in DFS by �xingweights in DFS to be 
omparable with 802.11 
ontention window values. It showsthat the 
hoi
e of proportionally large initial ba
ko� intervals 
ompensates for the
hoi
e of a small window after 
ollision. This does not deteriorate performan
e aslong as the sum of the weights of a
tive 
ows does not ex
eed larger than 1. The
hoi
e of a small window after 
ollision is the key to fairness in DFS. DFS a
hievesalmost 
onstant aggregate throughput with 99.99% fairness whi
h s
ales with thenumber of 
ows in the error-free environment. This is a very desirable 
hara
teristi
of any distributed fair s
heduling s
heme.Chapter V des
ribes the s
heme for dynami
ally varying weights to provide long-term fairness in the presen
e of wireless errors. It distinguishes between losses dueto errors and losses due to 
ollisions, to take appropriate measures. Long-term fair-



41ness 
an be a
hieved in DFS with the presented s
heme in the presen
e of lo
ation-dependent variable rate errors. Simulation results show that an erroneous 
ow 
anin
rease its e�ort to 
ompensate for the bandwidth lost due to errors. The 
ompen-sation amount and rate 
an be 
ontrolled administratively by the suitable 
hoi
e ofsimulation parameters.Future work 
an fo
us on the study of short-term fairness of the proposed s
hemein the presen
e of errors. The issues relating to power 
onservation in DFS 
an bestudied. Future work 
an also fo
us on the appli
ation of DFS to provide fairness inmobile adho
 networks.
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