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Abstract— Wireless technologies, such as IEEE 802.11, that are
used for ad hoc networks provide for multiple non-overlapping
channels. Most ad hoc routing protocols that are currently
available are designed to use a single channel. The available
network capacity can be increased by using multiple channels,
but this requires the development of new protocols specifically
designed for multi-channel operation. This paper studies the
problem of improving the capacity of multi-channel wireless
networks by using multiple interfaces. We use the technique
of interface switching to utilize all the channels, even when the
number of available interfaces is smaller than the number of
available channels. We propose an interface assignment strategy
that can be implemented over existing IEEE 802.11 hardware,
and is well-suited for ad hoc networks. We propose a new routing
protocol that is specifically designed for multi-channel, multi-
interface wireless networks. Simulation results demonstrate the
effectiveness of the proposed approach in significantly increasing
network capacity, by utilizing all the available channels, even
when the number of interfaces is smaller than the number of
channels.

Index Terms—Ad hoc networks, routing, multiple channel,
multiple interfaces

I. INTRODUCTION

IEEE 802.11 [1] is a widely used wireless communication
technology. Although the standard was developed for building
single-hop local area networks, it has since been used in
multi-hop networks as well. IEEE 802.11 offers multiple
non-overlapping channels. For example, IEEE 802.11b offers
3 non-overlapping channels, while IEEE 802.11a offers 12
non-overlapping channels. For meeting the ever-increasing
throughput demands of applications, it is necessary to utilize
all of the available spectrum. Multiple channels have been
utilized in infrastructure-based networks by assigning different
channels to adjacent access points, thereby minimizing in-
terference between access points. However, typical multi-hop
wireless network configurations have used a single channel to
ensure all nodes in the network are connected.

Inexpensive commodity IEEE 802.11 hardware has accel-
erated the use of wireless local area networks. This trend
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of reducing hardware costs is expected to continue [2], and
it is already feasible to equip nodes with multiple 802.11
interfaces. However, it is still expensive to equip a node with
one interface for each channel (recall that IEEE 802.11a has
12 non-overlapping channels). Many IEEE 802.11 interfaces
can be switched from one channel to another, albeit at the cost
of a switching latency, thereby allowing an interface to access
multiple channels. In this paper, we present an architecture
for exploiting multiple channels even when the number of
interfaces is smaller than the number of available channels.
Our approach can be implemented using existing IEEE 802.11
hardware.

For the full utilization of available channels, it is desirable
to have different nodes communicating (in parallel) on dif-
ferent channels. However, when using multiple channels, two
adjacent nodes can communicate with each other only if they
have at least one interface on a common channel. Therefore,
it may be necessary to periodically switch interfaces from one
channel to another to enable different nodes to communicate
with each other. Furthermore, interface switching may have to
be carefully coordinated to allow any adjacent pair of nodes to
communicate with each other. In this paper, we use an interface
assignment strategy that keeps one interface fixed on a specific
channel, while other interfaces can be switched, as necessary,
among the remaining channels. The use of a fixed interface
simplifies coordination, while the switchable interfaces enable
the utilization of all the available channels.

Traditional routing protocols do not account for channel
diversity. For example, when shortest-path routing is used, a
k hop route that traverses all the hops on a single channel has
the same cost as an alternate &£ hop route that uses different
channels for each hop. However, the throughput of a route that
uses a single channel on all hops can be substantially smaller
than a route that uses multiple channels, on account of self
interference along the route. Furthermore, when the switching
latency is non-negligible, the routing protocol has to account
for the cost of interface switching when selecting routes.
Our proposed routing protocol is designed to choose channel-
diverse routes, while accounting for the cost of switching



latency.
To summarize, our contributions in this paper are:

o We present a multi-interface solution for exploiting mul-
tiple channels that can be built with commodity IEEE
802.11 hardware.

« We propose an interface assignment strategy that simpli-
fies coordination among nodes, while utilizing multiple
channels, and is well-suited for ad hoc networks.

« We propose a routing protocol that selects high-
throughput routes. The protocol uses routing metrics that
account for channel diversity and interface switching cost.

Our proposal is designed for the scenario where the number of
interfaces is smaller than the number of channels. For example,
our results show that even with two interfaces, a five channel
network can offer more than five-fold improvement over a
single channel network.

The rest of the paper is organized as follows. We describe
related work in Section Il. The multi-channel, multi-interface
routing problem is defined in Section Ill. Sections IV and V
describe the details of the proposed approach. We evaluate our
proposal in Section VI. We discuss possible extensions to our
proposal in Section VII, and conclude in Section VIII.

Il. RELATED WORK
A. Multi-channel MAC and link layer protocols

Several researchers have proposed MAC protocols based on
IEEE 802.11 for utilizing multiple channels. Nasipuri et al. [3],
[4], and Jain et al. [5] propose a class of protocols where all
nodes have an interface on each channel. The protocols differ
in the metric used to choose a channel for communication
between a pair of nodes. The metric may simply be to use an
idle channel [3], or the signal power observed at the sender
[4], or the received signal power at the receiver [5]. Wu et al.
[6] propose a MAC layer solution that requires two interfaces.
One interface is assigned to a common channel for control
purposes, and the second interface is switched between the
remaining channels and used for data exchange. Hung et al.
[7] propose a similar two-interface solution that uses a channel
load-aware algorithm to choose the appropriate data channel
to be used for data exchange. So et al. [8] propose a MAC
solution for multiple channels that uses a single interface.

All the multi-channel MAC proposals described above
require changes to IEEE 802.11, and therefore cannot be
deployed by using commodity hardware. In contrast, our
proposal can be implemented with standard 802.11 interfaces.

Adya et al. [9] propose a link-layer solution for striping data
over multiple interfaces. The proposal does not use interface
switching, and for full utilization of available channels, an
interface is necessary for each channel. Bahl et al. [10] propose
SSCH, a link-layer solution that uses a single interface, and
can run over unmodified IEEE 802.11 MAC. In this paper,
we propose a new interface assignment strategy designed for
multiple interfaces that can be implemented at the link-layer.

Multi-channel solutions implemented at the MAC or the
link layer are not sufficient for effectively utilizing multiple

channels, as the routing protocol may select routes wherein
successive hops interfere with each other. In this paper, we
propose a multi-channel aware routing protocol that comple-
ments our proposed interface assignment strategy.

In the context of wired local area networks, Marsan et al.
[11] have studied the performance of multichannel CSMA/CD
MAC protocols, and shown that significant reduction in delay
average and variance is possible even when the number of
interfaces is less than the number of channels. This paper is
motivated by the need to answer a similar question with multi-
channel CSMAJ/CA based wireless networks. Our evaluations
show that in the case of multi-channel wireless networks as
well, significant performance improvement is possible, even if
the number of interfaces is less than the humber of channels.

B. Multi-channel routing protocols

Shacham et al. [12] have proposed a architecture for multi-
channel wireless networks that uses a single interface. Each
node has a default channel for receiving data. A node with
a packet to transmit has to switch to the channel of the
receiver before transmitting data. However, the proposal does
not consider the impact of switching latency. Furthermore, the
routes used in the architecture may not utilize all the available
channels.

So et al. [13] have proposed a routing protocol for multi-
channel networks that uses a single interface at each node.
We propose to use multiple interfaces, which can offer better
performance than a single interface solution. Furthermore,
the routing protocol requires complex coordination among
communicating nodes, when setting up routes.

Existing routing protocols for multi-hop networks such as
DSR [14] and AODV [15] support multiple interfaces at each
node. However, those protocols typically select shortest-path
routes, which may not be suitable for multi-channel networks
[16]. Furthermore, the protocols cannot exploit all the available
channels, if the number of interfaces is smaller than the
number of channels.

We are aware of two routing protocols specifically designed
for multi-channel, multi-interface wireless networks. Draves et
al. [16] have proposed LQSR, a source routing protocol for
multi-channel, multi-interface networks. LQSR uses WCETT,
a new metric designed for multi-channel networks, and ensures
“high-quality” routes are selected. Our proposal differs from
LQSR in the following key aspects:

o LQSR assumes the number of interfaces is equal to the
number of channels used by the network. In contrast, our
proposal is designed to handle the scenario where the
number of available interfaces may be smaller than the
number of available channels, and therefore uses interface
switching.

o LQSR is designed for static, multi-hop wireless networks,
such as mesh networks, and does not account for the
impact of node mobility on the routing heuristic. Our
proposal is designed for general mobile ad hoc wireless
networks, and can be used in mesh networks as well.



Raniwala et al. [17], [18] propose routing and interface
assignment algorithms for static networks. Their goal is similar
to our work in addressing the scenario where the number
of available interfaces is less than the number of available
channels. However their approach is different in the following
key aspects:

o The protocols are designed for use in static networks
where traffic is directed toward specific gateway nodes.
The communication pattern that arises in such networks is
a tree that is rooted at each gateway node. In contrast, our
proposal is designed for a more general communication
pattern, where any node may communicate with any other
node.

« Raniwala’s protocol assumes nodes are stationary and
traffic load between all nodes are known. Using the load
information, interface assignment and route computation
is intelligently done. In contrast, we assume no such load
information is available, as in an ad hoc network, nodes
may frequently move, resulting in changing load con-
ditions over time. Thus, we consider the multi-channel,
multi-interface routing problem in more general mobile
ad hoc networks.

I1l. PRELIMINARIES
A. Terminology

We define an “interface” to be a network interface card
equipped with a half-duplex radio transceiver, for example,
a commodity IEEE 802.11 wireless card. A “channel” is a
part of the wireless spectrum with a specified bandwidth. For
example, a channel in IEEE 802.11a standard has a bandwidth
of 20 MHz. Two channels are defined to be “orthogonal”
(or non-interfering), if they use non-overlapping parts of the
spectrum, and do not interfere with each other. A “frequency
band” is a contiguous part of the wireless spectrum that
may support multiple channels. For example, IEEE 802.11a
supports 12 channels in the 5 GHz frequency band.

B. Number of orthogonal channels

IEEE 802.11a offers 12 non-overlapping channels, while
IEEE 802.11b offers 3 non-overlapping channels. When a sin-
gle node is equipped with multiple interfaces, it has been noted
[16] that communication on different interfaces using adjacent
non-overlapping channels may interfere. Thus, the number
of available orthogonal channels may be smaller than the
number of non-overlapping channels. Recently, Raniwala et al.
[18] have experimentally shown that when separation between
interfaces is increased, the interference between interfaces is
reduced, allowing more channels to be used simultaneously.
Furthermore, future hardware that employs better filters to
reduce adjacent channel interference may allow any pair of
non-overlapping channels to be simultaneously used.

In this paper, we account for the possibility of interference
among adjacent non-overlapping channels in our evaluations
by assuming that the number of available orthogonal channels
is smaller than the number of non-overlapping channels. We
believe that a careful use of channels will offer at least 3 to

5 orthogonal channels in the 5 GHz band (IEEE 802.11a).
Improved hardware in the future may enable all 12 channels
to be used orthogonally. Future changes in FCC regulations
may provide for more orthogonal channels as well.

C. Interface switching latency

When the number of interfaces is smaller than the number
of available channels, periodically switching an interface from
one channel to another may enable utilization of all the
available channels. Switching an interface from one channel to
another incurs some delay, switchingDelay, which may be non-
negligible. In the current literature, estimates for switchingDe-
lay (for switching between channels on the same frequency
band) with commodity IEEE 802.11 hardware are in the range
of a few milliseconds [19] to a few hundred microseconds [20].
It is expected that with improving technology, the switching
delay can be reduced to a few tens of microseconds [10].
Protocols that utilize interface switching need to be flexible
enough to accommodate a range of switching delays.

Interface switching is possible across different frequency
bands as well. For example, wireless cards are currently
available that support both IEEE 802.11a (operates on the 5
GHz band) and IEEE 802.11b (operates on the 2.4 GHz band),
and can switch between the two bands. With the currently
available hardware, switching across bands incurs a larger
delay (few tens of milliseconds), but the switching delay is
expected to reduce in the future. The architecture and protocols
presented in this paper take into account the value of switching
latency, and allow for the utilization of channels in the same
band as well as channels in different bands.

D. Assumptions and Problem Formulation

The protocols proposed in this paper are designed for a
multi-hop wireless network. Nodes in the network can be
mobile. We assume that the typical traffic pattern involves
communication between arbitrary pair of nodes. Specifically,
we do not require the presence of special gateway nodes that
may be the source or destination of all traffic in the network,
although our proposal can be used in that scenario as well.

We define the requirements of a multi-channel, multi-
interface solution as follows:

1) Improve network capacity by utilizing all the available
channels, even if the number of interfaces is smaller than
the number of available channels. The solution must
be flexible enough to accommodate different number
of channels and interfaces, with channels potentially on
different frequency bands.

2) Ensure that a network which is connected when using a
single common channel, continues to be connected when
multiple channels are being used.

3) Allow implementation using existing IEEE 802.11 hard-
ware.

In the rest of this paper, we describe the details of our
architecture and protocols that meet the above goals.



1V. SWITCHING PROTOCOL

When the number of available interfaces is smaller than
the number of available channels, an interface assignment
strategy is required to assign interfaces to specific channels.
Furthermore, for using all the available channels, a “switching
protocol” is necessary to decide when to switch an interface
from one channel to another. The switching protocol has to
ensure that the neighbors of a node X can communicate with
it on-demand, which requires all neighbors of X to be always
aware of the channel being used by at least one interface of X.
In an earlier work [21], we have provided a classification of
interface assignment strategies, and discussed some new possi-
bilities for interface assignment. In this paper, we develop our
premilinary ideas to design a switching protocol that decides
when interfaces are switched from one channel to another
channel, and coordinates among nodes in a neighborhood to
exploit the available diversity.

A. Assigning interfaces to channels

We assume that there are M interfaces available at each
node. The available interfaces are divided into two subsets.

o Fixed Interfaces: Some K of the M interfaces at each
node are assigned for long intervals of time to some
K channels, and we designate these interfaces as “fixed
interfaces’, and the corresponding channels as “fixed
channels”.

« Switchable Interfaces: The remaining M — K interfaces
are dynamically assigned to any of the remaining M — K
channels (over short time scales), based on data traffic.
These interfaces are designated as “switchable inter-
faces”, and the channel to which a switchable interface
is assigned to is called a “switchable channel”.

Different nodes may assign their K fixed interfaces to a
different set of K channels. It is possible for each node to use
a different value of K and M, and it is also possible to vary
K with time. To simplify rest of the discussion, we assume
M = 2, K = 1 for all nodes, i.e., there is one fixed, and
one switchable interface (although the proposed protocol is
applicable to any values of M and K).

The main idea of the interface assignment strategy is to
receive data using the fixed interface. Figure 1 illustrates the
protocol used for communication between nodes when using
“fixed” and “switchable interfaces”. Assume that node A has
a packet to send to node C via node B. Nodes A, B, and C
have their fixed interfaces on channels 1, 2, and 3 respectively.
Initially, node A has its switchable interface on channel 3,
node B has its switchable interface on channel 1, and node
C has its switchable interface on channel 2. In the first step,
node A switches its switchable interface from channel 3 to
channel 2, before transmitting the packet, because channel
2 is the fixed channel of node B. Node B can receive the
packet since its fixed interface is always listening to channel
2. In the next step, node B switches its switchable interface to
channel 3 and forwards the packet, which is received by node
C using its fixed interface. Once the switchable interfaces are

A (fixed =1) B (fixed = 2) C (fixed = 3)
Initially: switchable=3  switchable=1 switchable = 2
Step 1. switchable=2
Step 2: switchable =3

Fig. 1. Example of switching protocol operation with 3 channels, 2 interfaces

correctly set up during a flow initiation, there is no need to
switch the interfaces for subsequent packets of the flow (unless
a switchable interface has to switch to another channel for
sending packets of a different flow).

Fixed interfaces are assigned to a channel for long intervals
of time. The channel to which the fixed interface of a node
is assigned to is known by other nodes in the neighborhood
(using a protocol described later). Thus, there is no need
for special coordination between a sender and a receiver on
when to schedule transmissions to the receiver. When a node
X has to communicate with a node Y over channel i, if
the fixed channel being used by X is also 7, then the fixed
interface is used for communication. Otherwise, the switchable
interface of X is switched to channel 7 for communicating
with Y. Therefore, the switchable interface enables a node X
to transmit to any node Y in its neighborhood by switching (if
required) to the fixed channel used by Y. Different nodes in
the neighborhood choose different fixed channels, as we will
elaborate later. This flexibility can be used to ensure that all
channels in the network are utilized.

In summary, the proposed interface assignment strategy has
the following benefits:

o A sender and a receiver do not have to synchronize
for channel switching. Thus, the assignment strategy is
designed to not require a coordination algorithm for
ensuring the sender and receiver are on the same channel.

o By carefully balancing the assignment of fixed inter-
faces of different nodes over the available channels, all
channels can be utilized, and the number of contending
transmissions in a neighborhood significantly reduces.

o The protocol (described next) can easily scale if the
number of available channels increases.

B. Switching Protocol: Fixed interface assignment

Fixed interface assignment involves two components -
choosing the channel to be assigned to the fixed interface, and
informing neighbors about the channel being used by the fixed
interface. The interface assignment protocol has to ensure that
fixed interfaces of nodes in a neighborhood are distributed
across different channels. For example, suppose a node A
uses channel 1 for the fixed interface. Then, all transmissions
directed to A will be on channel 1. For balancing the usage
of channels, it is beneficial if other nodes in the neighborhood
use a different channel for their fixed interface. In general, all
nodes within the interference range of a node can interfere
with reception on its fixed channel, and it is important to



balance the number of nodes that use each channel as their
fixed channel.

We propose a localized protocol for fixed interface assign-
ment. Each node maintains a NeighborTable containing the
fixed channels being used by its neighbors. Nodes also main-
tain a ChannelUsageList containing a count of the number
of nodes using each channel as their fixed channel. Initially,
a node chooses a random channel for its fixed interface.
Periodically, each node broadcasts a “Hello” packet on every
channel. The hello packet contains the fixed channel being
used by the node. When a node receives a hello packet from a
neighbor, it updates its NeighborTable and ChannelUsageL.ist.
Information about the fixed channel used by neighbors can
also be obtained by snooping on the route discovery packets
(the contents of route discovery packet are described in Section
V).

Each node periodically consults its ChannelUsageList (the
period chosen is large relative to packet transmission time).
If the number of other nodes using the same fixed channel as
itself is large, then a node with some probability p changes its
fixed channel to a less used channel, and transmits a hello
packet informing neighbors of its new fixed channel. The
probabilistic approach is used to avoid frequent change of fixed
channels by multiple nodes.

The ChannelUsageList maintained by a node only tracks the
nodes present within its communication range. Nodes outside
the communication range can be accounted for if the “Hello”
packet also includes ChannelUsageList, thereby exchanging
two-hop information, though at the cost of increased hello
packet size.

The frequency of hello packet exchange depends on the
magnitude of average node mobility. A node moving into
a new neighborhood cannot communicate with its neighbors
until it has exchanged hello packets with them to learn about
the fixed channels being used by neighbors. Hello packet
exchange is used by many routing protocols (such as AODV)
as well, and with moderate degrees of mobility, the overhead
of hello packet exchange is not expected to be large.

We do not use channel load information to switch fixed
channels. Using channel load may be beneficial if the load
in the network does not change frequently. On the other
hand, if the load in the network changes frequently, say when
there are many short-lived flows, it may lead to frequent and
unnecessary channel switching. For example, HTTP transfers
often are less than a second, and if such short-lived flows
dominate the network traffic, then it may lead to frequent
channel switching. Basing fixed channel switching decisions
on the network topology requires switching only when the
topology changes, which is of the order of tens to hundreds of
seconds even with moderate mobility. Hence, we have chosen
to switch fixed channels based on the number of nodes using
a channel.

C. Switching Protocol: Managing switchable interface

The switchable interface of a node X is used to transmit
data whenever the fixed channel of the destination is different
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Fig. 2. Illustration of queues associated with interfaces

from the fixed channel of X. One issue to be resolved is
how frequently to switch channels. For example, consider
a stream of packets at a node X where the even-numbered
packets are to destination A, and the odd numbered packets
are to destination B, with A and B on different fixed channels.
One possibility is to alternately switch between channels for
forwarding each packet. However, such frequent switching
may be very expensive when the switching delay is large.
Another possibility is to switch over longer intervals of time,
thereby amortizing the cost of switching among multiple
packets. Thus, a policy is needed to decide when to switch
an interface, and what channel to switch the interface to.

Each channel is associated with a packet queue, as shown
in Figure 2. Based on the above discussion, we propose to
transmit at most BurstLength queued packets on one channel,
before switching to another channel (only if there are packets
for some other channel). In addition, the switchable interface
stays on a channel for at most MaxSwitchTime seconds, before
switching to another channel (again, switching happens only if
there are packets for some other channel). The two conditions
in conjunction ensure that the extra latency introduced by the
switching protocol is bounded by MaxSwitchTime, while the
switching cost is amortized among up to BurstLength pack-
ets. The parameters BurstLength and MaxSwitchTime can be
suitably set to trade-off latency with throughput. Furthermore,
to ensure fairness and to prevent starvation, when switching
channels, the switchable interface is set to the channel having
the oldest data packet in its queue.

In single channel networks, a packet broadcast on the
channel can be received by all neighbors of the transmitter.
However, when multiple channels are being used, a packet
broadcast on a channel is received only by those nodes
listening to that channel. Many higher-layer protocols (e.g.,
routing protocols) require broadcast packets to be received by
all nodes in the neighborhood. Such neighborhood broadcast
is supported in our case by transmitting the broadcast packet
separately on every channel. A copy of the broadcast packet is
added to each channel’s queue, and sent out when that channel
is scheduled for transmission by the switching protocol.

V. MCR: MULTI-CHANNEL ROUTING PROTOCOL

In this section, we describe the details of the proposed on-
demand Multi-Channel Routing (MCR) protocol that operates



Fig. 3. Need for a diversity cost metric

over the proposed switching protocol. Popular on-demand
routing protocols such as AODV and DSR use the shortest-
path metric for route selection. Shortest-path metric assigns
a unit cost for each hop in a route, and does not distinguish
between a route that uses many channels, and a route that uses
few channels. In the proposed architecture, the routing protocol
has to consider the cost of interface switching as well. MCR
protocol uses a new routing metric that considers the “channel
diversity”, and “interface switching” costs, in addition to the
number of hops in a route.

A. Measuring channel diversity cost

We design a channel diversity cost metric that assigns
smaller cost to routes using many channels (called “channel
diverse” routes) than routes using few channels. Figure 3
illustrates the need for considering diversity cost. In the figure,
node A is setting up a route to node C, and there are two
possible routes: A-B-C, and A-D-E-C. Each link is labeled
with the channel used to transmit along that link (the channel
used on a link is the fixed channel that is being used by the
destination of the link). Assume that each link can support a
maximum data rate w. When the shortest-path metric is used
(as is the case in DSR and AODV), route A-B-C is preferred,
as it requires fewer hops than A-D-E-C. However, both links
on route A-B-C use channel 3, and at any time only link A-B
or link B-C can be active, resulting in a maximum end-to-
end throughput of w/2. On the other hand, links on route A-
D-E-C use different channels, allowing all links to be active
simultaneously, resulting in a maximum end-to-end throughput
of w. Using the proposed switching protocol, when route A-D-
E-C is used, the switchable interface of A is set to channel 1,
D to channel 2, and E to channel 3 for sending the first packet,
and interface switching is not required for subsequent packets
(unless a switchable interface has to switch to another channel
for sending packets of a different flow). The availability of two
radios allows multiple channels to be used by the switching
protocol, provided the routing protocol carefully selects the
routes.

We develop the diversity cost metric by noting that a link
¢ in a route is interfered by other links in the route that
use the same channel, and are in its interference range. The
interference range is typically assumed to be a small multiple
(say, 3) of the communication range. We define a parameter
called InterferenceLength (set to 3 in simulations) that is
used to identify which links along a route interfere. The i*"
link is considered to interfere with £ link on a route, for
i+ 1 < k < (i + InterferenceLength) (we do not consider

k < i to avoid counting links twice), if links 7 and k& use
the same channel. Suppose the channel being used by link ¢
is C(i), and suppose there are n links in a path. Then, the
diversity cost, DC, of a route is defined to be

n—1 maz(i + InterferenceLength, n)

DC:Z >

j=i+1
where I(C(i) == C(3)) is a indicator function that is equal
to one when channels being used by link 4 and link j are the
same, else it is 0.

Intuitively, when n interfering links share the same channel,
at any time only one of the n links can be active, reducing the
path throughput to 1/nt" of the individual link throughputs.
Routes with smaller diversity cost have lesser interference
among the links of the route, and have the potential for
achieving higher throughputs. The diversity cost is measured
as the sum of diversity costs of individual links in the route.
An alternate measure is to use the maximum diversity cost of
any link as the diversity cost of the route, and this accounts for
the bottleneck link along the route. However, we found from
initial simulations that only tracking the bottleneck link was
not effective, as it did not discriminate between two routes that
had the same bottleneck link cost, say ¢, but one route had all
other links with cost 1, while the other route had all links with
cost ¢. Higher diversity cost of a link implies higher contention
at the MAC layer, and therefore it is more important to reduce
the total diversity cost of a route, than to reduce the cost of
only the bottleneck link.

I(C(i) == C(5))

B. Measuring interface switching cost

Interface switching is used to enable a small number of
interfaces to utilize a large number of channels. The switching
protocol switches the switchable interface at the source node
to the fixed channel of the destination node. When multiple
routes share the same node, and the next-hop node along each
route uses a different fixed channel, the switchable interface
has to frequently switch from one channel to another. Figure
4 illustrates the need to account for the switching cost. Node
B is transmitting data to node E. Node A is setting up a
route to node C, with two possible routes: A-B-C, and A-
D-C. Both routes A-B-C, and A-D-C have the same diversity
cost, and use the same number of hops. However, if route
A-B-C is chosen, node B has to frequently switch between
channels 2 and 3 when sending data to node E and node
C respectively. Thus, frequent switching incurs a switching
overhead, and the throughput over both flows A-B-C and B-
E reduces, because the switchable interface on B becomes a
bottleneck to performance.

We set the switching cost for using a fixed channel to be
0, as interface switching is not required for fixed channels.
For computing the switching cost of switchable channels,
we define the notion of an active channel. Intuitively, active
channel is a channel that is already being used for commu-
nication, and has a switchable interface assigned to it most
of the time. If a new route that is being discovered requires
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the use of a channel that is not active, then supporting the
new route may require switching between the active channel
and the new channel. For identifying the active channel of a
node, we associate each switchable channel ¢ with a parameter
called the ChannelUsageFraction(i) that indicates the fraction
of total traffic sent by the node, using the switchable interface,
over channel i. We use a smoothening factor « to update the
ChannelUsageFraction for all channels j each time a packet
(including broadcast packets) is sent on any channel i as
follows.

ChannelUsageFraction(j) = « * ChannelUsageFraction(j)

+ (1—a)xI(j ==1)

where I(j == i) is a indicator function that is equal to 1 if
j =1, else is equal to 0. Parameter o maintains a weighted
history of channel usage. We set « to 0.9 in the simulations,
which corresponds to keeping a channel usage history of last
10 packets sent by the node.

A channel i is defined to be an active channel if Chan-
nelUsageFraction(i) is more than a specified threshold Chan-
nelUsageThreshold (which we set to 0.5 in simulations).
When there is no active traffic going through a node, then
all switchable nodes will have an equal (and small) Chan-
nelUsageFraction that is below the usage threshold. Hence, it
is possible that at some point a node has no no active channels.
However, when one channel starts being used continuously for
transmitting data, the ChannelUsageFraction of that channel
rises above the threshold, and the channel is marked as a active
channel. On the other hand, once an active channel becomes
idle, it is marked as inactive after approximately 1/(1 — «)
number of packets are sent out from the node on other channels
(around 10 packets in our simulations). It is also possible to
use a timeout, in addition to usage history, to identify when
an active channel has turned inactive.

The switching cost of using a link X-Y along a route is
defined as follows.

« If fixed channel of Y, say ¢, is an active or fixed channel

of X, then switching cost of link X-Y is zero.

« Else, if X has no active channels, then the switching cost

of link X-Y is zero.

« Else, switching cost of X-Y is equal to

(switchingDelay / estimatedPacketTransmissionTime).

Here, switchingDelay is the time required for switching an

interface from one packet to another, and estimatedPacket-

TransmissionTime is a rough estimate of the time required
to transmit an average-sized data packet over a channel.
In our simulations, we have chosen to use a pre-computed
constant for estimatedPacketTransmissionTime assuming a 54
Mbps channel rate (IEEE 802.11a peak rate), and a 1000
byte packets. It is possible to use a more adaptive estimation
technique based on available bandwidth measurements and
average size of packets seen on the channel. However, our
simulations suggested that the switching cost metric does
not require an accurate estimation of the packet transmission
time, and therefore we choose to use a simple pre-computed
constant.

The switching cost of a link represents the delay, with
respect to packet transmission times, of choosing that link.
Intuitively, the impact of frequent switching may be viewed
as a lengthening of the route because the switching delay
manifests itself as virtual hops along the route that add to
the path RTT. By using this representation for the switching
cost, it can be easily integrated with the shortest-path cost
metric. If the switching delay is large, the route lengthening
on account of frequent switching is more, whereas when the
switching delay is small, the route lengthening on account of
frequent switching is small. Thus, the switching cost metric
can account for a wide range of switching delays.

C. Combined routing metric

The routing metric we propose integrates the shortest-path
metric with the diversity cost, and the switching cost. Shortest-
path metric attempts to minimize the resources, in terms of
nodes, used by a route. Diversity cost metric helps minimize
the cost of not using the available channel diversity. Switching
cost metric helps minimize the cost of frequent interface
switching. The combined routing metric that we use is a
weighted linear combination of total hop count, total diversity
cost, and total switching cost. In our simulations, we have
weighted all three components equally, and it is part of our
future work to study the impact of different weights on the
performance of the routing protocol.

D. Route discovery and route maintenance

The proposed MCR protocol is designed to be a source-
initiated on-demand routing protocol, similar to DSR. The
route discovery process is initiated by a source node, which
broadcasts a Route Request (RREQ) packet over all channels.
Each new route discovery initiated by a node uses a unique
sequence number which is included in all RREQ packets. The
RREQ packet sent over a channel ; at a node X, contains the
channel index i, as well as the switching cost of using channel
¢ at node X. Intermediate nodes can compute the cost of a
RREQ using the information included in the RREQ (diversity
cost is computed based on the list of channels along the path;
the switching cost is just the sum of all the link switching costs
included in the RREQ). When a RREQ packet is received at
an intermediate node, it re-broadcasts the request (after adding
the channel index, and the switching cost) in the following two
cases:



« The sequence number in the RREQ is being seen for the
first time. In this case, the cost of the already traversed
path is stored in a table, or

o The cost of the already discovered path in the RREQ is
smaller than the cost seen in all earlier RREQs, if any,
with the same sequence number.

A lower cost RREQ may traverse a longer path, and reach
an intermediate node after a higher cost RREQ has been
forwarded. The, second condition is required to ensure the
least cost path is discovered.

When the destination receives a RREQ, it responds with a
route reply (RREP) only if the cost of the received RREQ
is smaller than other RREQs (containing the same sequence
number) seen till then. This ensures that high cost paths are not
unnecessarily sent back to the source node. The source node
always uses the least cost route received from the destination
for routing data packets.

Route maintenance involves two components. The first
component, called “Route Refresh”, periodically initiates a
new route discovery, even if a route is not broken, to update the
costs of known routes. This mechanism ensures that the route
cost information is never stale, and new lower cost routes,
if any, are discovered. The second component, called “Route
Recovery”, is used to repair broken routes. When a route
breakage is discovered, route error (RRER) message is sent
back to the source, and a new route discovery is initiated.
We have not used optimizations such as route caches, and
intermediate route repair, though it is possible to extend the
protocol with those optimizations.

E. Overall architecture

In the previous sections, we have presented the details of the
proposed switching and routing protocol. We now describe the
architecture that can be used for implementing the proposed
protocols. Figure 5 outlines the proposed architecture. The
switching protocol can be implemented at the link layer and
communicate with the network interface cards through the
appropriate device drivers. The switching protocol maintains
a neighbor table that contains information about the fixed
interface being used by neighbors. The MCR routing protocol
can be implemented as a daemon in the user space. The
hello protocol can be implemented in the MCR daemon.
The interaction between the MCR daemon and the switching
protocol allows updating of the neighbor table, and enables
the daemon to obtain information necessary to compute the
switching cost. The switching layer chooses the channel to be
used for transmitting a packet received from the network layer
based on the next-hop address. If necessary, the switching
protocol can change the channel of the switchable interface,
before handing off a packet for transmission. It is part of our
ongoing work to implement and evaluate the architecture in a
Linux-based testbed.

V1. EVALUATION

We have simulated the proposed architecture in Qualnet
version 3.6 [22]. We added a layer above the MAC to

| Switching Protocol |

NIC NIC

Fig. 5. Proposed architecture

implement the switching protocol, and the MCR protocol
was implemented at the network layer. No modifications were
required to the IEEE 802.11 MAC layer. In all simulations,
nodes in the network were assumed to be equipped with two
IEEE 802.11a interfaces. In our evaluations of MCR, we have
varied the number of orthogonal channels from 2 to 5. All
simulation results are run for 100 seconds. Unless otherwise
stated, the interface switching delay is assumed to be 100
microseconds. The application data packet size for CBR and
FTP traffic is set to 1500 bytes. The CBR bit-rates are always
chosen to be large enough to saturate the network.

As discussed earlier, existing multi-channel, multi-interface
proposals are either not designed for mobile ad hoc networks
[18], or assume that the number of interfaces is equal to
the number of channels [16]. Therefore, a fair comparison of
existing proposals with MCR was not possible. Instead, we
compared the performance of MCR with the performance of
DSR protocol when using a single channel, to quantify the
benefits of using multiple channels.

A. Performance of switching protocol

We first evaluate the performance of the proposed approach
in simple chain topologies. The length of a chain is varied from
1to 9 hops. A CBR flow is setup from the first node to the last
node of the chain. We set the data rate of all channels to 54
Mbps, the maximum rate possible with IEEE 802.11a. Nodes
in a chain are stationary, and direct communication is possible
only between adjacent nodes on the chain (distance between
adjacent nodes is 40m). Furthermore, all nodes in the chain are
in the carrier sense range of each other. Hence, in this scenario,
on each channel there can be at most one transmission going
on at any time. This scenario tests the effectiveness of the
switching protocol (routing metric is not tested here, as there
is a single route between source and destination)

Figure 6 compares the throughput obtained with DSR using
a single channel (curve labeled “DSR”), with the throughput
obtained with the proposed MCR protocol when the number
of channels is varied from 2 to 5. As we can see from the
figure, the throughput of DSR rapidly degrades when the
number of hops along a chain increase. The throughput of
single channel, single interface protocols degrades because of
two reasons. Firstly, intermediate nodes cannot simultaneously
receive and forward data, cutting the achievable throughput by
half. Secondly, since a single channel is used, transmissions
on a hop will inhibit other transmissions on other hops that
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are within the carrier sense range, thereby further degrading
the achievable throughput.

When multiple channels and multiple interfaces are used
in MCR, the switching protocol assigns the fixed channel of
successive nodes along the chain to different channels. Also,
when an intermediate node is receiving on the fixed interface,
it can simultaneously forward data to the next node using
the switchable interface. Consequently, MCR offers higher
throughput over longer chain lengths. However, when the
chain has only one hop, MCR uses a single channel only
(the fixed channel of the destination), and hence achieves the
same throughput as DSR. Over longer chains, MCR can better
utilize the multiple channels. For example, in Figure 6, the
throughput of MCR with 5 channels (“MCR 5” curve) stays
the same for chains of length 1 to 5, because successive hops
use different channels. When the chain length goes beyond 5,
two hops along the chain have to be on some common channel,
thereby degrading the throughput.

The key observation from Figure 6 is that multiple channels
can significantly improve throughput in multi-hop scenarios.
Furthermore, even a few interfaces (2 in this example), can
utilize multiple channels (up to 5 channels in this example).

B. Performance of MCR routing protocol

In this section, we evaluate the performance of MCR in
random topologies, with mobility. 50 nodes are placed in a
500m X 500m area. Nodes move using the random way-point
mobility model, with both the maximum and the minimum
speeds? set to 10m/s. 5 flows (either CBR or FTP) are setup
between randomly selected pair of nodes. All results are
plotted for 10 different random topologies. Since the aggregate
throughput obtained depends on the topology, we normalize
all results with the throughput obtained when using DSR on a
single channel. The normalized throughput clearly quantifies
the performance improvement obtained when using MCR.

Figure 7 compares the throughput of DSR with MCR when
using CBR traffic. The topologies are numbered from 1 to

1Random way-point based simulations have been shown to not stabilize
when the maximum and minimum speeds are widely different.
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Fig. 7. CBR Throughput in a random topology

10 in the increasing order of normalized throughput obtained
when using 2 channels (“MCR 2” curve), and the same
labeling is used for all graphs in this section. The throughput
of MCR with 2 channels varies from 1.2 times of DSR to
2.75 times of DSR depending on the topology. Similarly, for
MCR with 5 channels the throughput varies from 3 times to
6.5 times that of DSR.

The improvement obtained with MCR strongly depends
on the underlying topology. If multiple routes are available
between a pair of nodes, then MCR will choose a good channel
diverse route, thereby utilizing the available channels. Other-
wise, multiple routes are not available, then MCR is forced
to use the available route, and the throughput improvement
is less. Therefore, MCR is well-suited for higher density
networks that may have multiple routes between a source
and a destination. In some scenarios, MCR with k& channels
can offer more than a k£ fold improvement in performance
by distributing load over multiple channels, thereby reducing
contention overhead on any single channel.

In general, the results suggest that MCR can offer sig-
nificant improvements even when using only two interfaces.
Furthermore, the simulations involve moderate mobility, which
indicates the suitability of MCR protocol in mobile ad hoc
networks.

Figure 8 plots the normalized end-to-end delay of MCR,
with respect to DSR, for different topologies. As we can see
from the figure, by using multiple channels, MCR substantially
reduces the end-to-end delay.

Figure 9 evaluates the performance of MCR with FTP
traffic (sent over TCP). As we can see from the figure, MCR
significantly improves the network capacity with TCP flows
as well. The maximum performance improvement for FTP
flows is smaller than the maximum performance improvement
observed with CBR flows. For example, with 5 channels,
CBR had maximum normalized throughput of 6.5, while FTP
has a maximum improvement of 4.1. However, the minimum
normalized throughputs are comparable (3 for CBR versus 2.9
for FTP).

TCP uses ACK-feedback from the destination to control
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Fig. 8. CBR Delay in a random topology

the sending rate. The ACK packets form a reverse traffic from
the destination to the source. The ACK traffic in the reverse
direction may lead to more frequent switching if the same path
is used for forward and reverse traffic, thereby reducing the
maximum performance improvement. For example, consider
an intermediate node X on a route, which has as previous hop
node W, and as next hop node Y. When X is transmitting
forward traffic to Y, it has to switch to the fixed channel of
Y. On the other hand, when X is transmitting the reverse TCP
ACK traffic to W, it has to switch to the fixed channel of W,
potentially leading to frequent channel switching if W and Y
use different fixed channels.

To mitigate this problem, MCR separately selects the (re-
verse) route from the destination to the source. Single channel
protocols such as DSR reverse an existing route to transmit
reverse traffic. In contrast, MCR does not cache the forward
route at the destination, and therefore selects a new route for
reverse traffic. Separately selecting the reverse route ensures
that the chosen reverse route has the least cost from the
destination to the source, and is possibly disjoint from the
forward route. In some cases, when multiple disjoint paths
are unavailable, the path used by reverse traffic will not be
disjoint from the path used for forward traffic, degrading
TCP throughput. We believe this is the reason for lower
maximum performance improvement with FTP over CBR. If
two switchable interfaces are available, in addition to a fixed
interface, then both the forward and reverse traffic can use the
same path without requiring interface switching.

C. Impact of varying network contention

In this section, we evaluate the impact of varying the number
of flows in the network. 50 nodes are randomly placed in a
500m square area. CBR flows are set up between randomly
selected pair of nodes. The number of CBR flows is varied
between 1 to 15. Figure 10 compares the throughput of
MCR with DSR. As the number of flows increases, MCR
offers significantly better performance than DSR, especially
when more channels are available. For example, MCR with 5
channels offers 1.5 times the throughput of DSR with 1 flow,
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but offers around 8 times DSR throughput with 12 flows.

When the number of flows is small, the throughput improve-
ment with MCR depends on the channel diversity available on
the best route between the source and the destination. Since the
simulations involve mobility, the best route at different periods
of time may offer different degrees of channel diversity. As a
result, the full benefits of using a large number of channels
(say, 5) is not realized when the number of flows is small.
When the number of flows is large, at any point of time at least
a subset of flows can utilize the available channel diversity.
Furthermore, increasing the number of flows in the network
increases the average contention at the MAC layer. When
multiple channels are available, the fixed channels of various
nodes are distributed across the available channels. Since the
number of nodes using a specific channel decreases, MAC
layer contention on each channel reduces. As a result, with
large number of flows, MCR with multiple channels offers
significant performance improvement over DSR. Thus, MCR
uses all the available channels to provide better scalability,
with increasing network contention, than a single channel
solution.
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D. Impact of switching delay

In this section, we evaluate the impact of interface switching
delay on the performance of the MCR protocol. We use the 10
random topologies described earlier. The impact of switching
delay is more evident when there are more contending flows.
Hence, we set up 15 CBR or FTP flows between randomly
selected pair of nodes. Simulation results are for MCR proto-
col using 5 channels, and switching delay is varied from 100
microseconds to 10,000 microseconds (i.e., 10 milliseconds).

Figure 11 plots the throughput of MCR with CBR traffic,
normalized with respect to DSR, over 10 random topologies.
As we can see from the figure, the throughput obtained
degrades when the switching delay increases. However, the
degradation is not significant, and MCR continues to offer a
large performance improvement over a single channel solution.
The routing protocol attempts to find routes that do not require
frequent switching. A route that requires frequent switching is
chosen only if there is no other route with lower cost. Carefully
considering the switching cost ensures minimal degradation in
throughput even with large switching delays.

Figure 12 plots the normalized throughput of MCR with
FTP traffic (sent over TCP). Higher switching delay degrades
FTP throughput. However, the throughput degradation is min-
imal even with moderate delay (1000 microseconds). With
very high switching delay (10 milliseconds), the throughput
degradation is significant. When a route that requires frequent
switching is used with TCP traffic, the path RTT increases.
TCP throughput is inversely proportional to the RTT of the
path, and therefore TCP throughput degrades with higher
RTT. As long as the fraction of path RTT contributed by
switching delay is small, switching delay has minimal impact
on throughput (e.g., delays up to 1000 microseconds). When
the switching delay starts contributing to a larger fraction
of the path RTT, there is a more pronounced impact on
throughput.

Some of the performance degradation with larger switching
delays is due to the switching required when transmitting a
broadcast packet on all channels. In our proposal, broadcast
packets are used for route request and hello packets. Thus,
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Fig. 12. FTP Throughput with varying switching delay

the frequency of route refreshing (that is used to update
route costs), and the frequency of hello packet exchange have
to be tuned based on the the magnitude of the switching
delay. However, as the simulation results demonstrate, even
with fairly large switching delays, our proposed architecture
offers significant performance improvement. Therefore, we
conclude that it is possible to effectively utilize all the available
channels, even if the number of interfaces is small, and the
switching delay is large.

VIIl. DISCUSSIONS AND FUTURE WORK

The performance improvement offered by a multi-channel,
multi-interface solution depends on the number of channels
available in the network, and the number of interfaces on each
node. The performance improvement can be characterized
using two measures. One measure is the maximum data rate
at which a node can send or receive, called the maximum per-
node throughput. A second measure is the maximum data rate
that can be supported by the network over all nodes, called
the network capacity.

The maximum per-node throughput is bounded by the
number of interfaces on each node. For example, a node
equipped with two interfaces, each supporting a maximum data
rate w, can send or receive data at a maximum data rate 2w. On
the other hand, the network capacity depends on the number
of available channels. For example, if there are 4 channels
available each supporting maximum data rate w, and all nodes
have only a single interface, then it is still possible to setup a
flow on each channel between 4 distinct pairs of nodes, and the
network capacity would be 4w. In this scenario, the per-node
throughput is only w (bounded by number of interfaces), but
the network capacity can be as high as 4w (bounded by the
number of channels). However, the full network capacity can
be realized only if there are sufficient pairs of communicating
nodes to utilize all the available channels. Therefore, if the
number of channels is too large, all the channels cannot
be utilized unless the number of interfaces on each node is
increased. It is part of our future work to characterize the
relationship between the network capacity and the number of



channels, for a given node density, and a given number of
interfaces on each node.

In this paper, we have not considered the problem of iden-
tifying the optimal number of fixed and switchable interfaces
to use, when more than two interfaces are available. In our
architecture, one fixed interface is always required to allow
neighbors of a node to communicate with it. However, whether
multiple fixed interfaces are beneficial depends on the traffic
being forwarded by a node. For example, if M interfaces
are available, some K of the M interfaces can be chosen
to be fixed interfaces. The fixed interfaces are mostly used
for receiving data, while the switchable interfaces are mostly
used for sending data. So, one choice for K will be to set
it to approximately M/2 if the node receives and forwards
nearly equal amounts of data. However, if a node is mostly a
source (destination) of traffic, and therefore mostly transmits
(receives) data, then it is better to use a smaller (larger) value
of K. It is part of our future work to develop a mechanism
for dynamically changing the number of fixed interfaces at
a node, based on the amount of data being transmitted and
received by the node.

The routing metric proposed in this paper does not currently
consider the data rate supported by a channel. If the proposed
MCR protocol is used with heterogeneous channels (for exam-
ple, some channels are high data rate IEEE 802.11a channels,
while others are low data rate IEEE 802.11b channels), then
the diversity cost computation has to explicitly account for the
data rate of a channel. For example, it may be appropriate
to use a route with two hops that share a high data rate
channel, than to use a route with a single hop, but over a low
data rate channel. Draves et al. [16] have proposed a routing
metric, WCETT, that accounts for heterogeneous channels, but
does not consider the cost of interface switching. Furthermore,
WCETT may not be suitable with node mobility [23]. It is part
of our future work to combine WCETT with our proposed
routing metric, to develop a new metric that accounts for
channel heterogeneity, as well as node mobility and the cost
of interface switching.

VI1Il. CONCLUSIONS

In this paper, we have studied the problem of routing in
multi-channel, multi-interface ad hoc wireless networks. We
proposed an interface assignment strategy that uses the notion
of fixed and switchable interfaces. The interface assignment
strategy utilizes all the available channels even when the
number of interfaces is smaller than the number of available
channels. We presented a routing protocol that selects high-
throughput routes in multi-channel, multi-interface networks.
The routing protocol uses routing metrics that account for
channel diversity, and the cost of switching interfaces. It is part
of our ongoing work to implement the proposed architecture
in a Linux-based testbed.
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