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Abstract— It is usual to quantify the performance of com-
munication networks in terms of achievable throughput or
delay. However, as a result of the significant recent interest
in safety-critical application scenarios for wireless networking,
security and reliability concerns are gradually emerging at the
forefront of wireless networking research. In light of this, it is
increasingly crucial to consider secure communication capacity or
delay as primary performance measures, and evolve theoretical
frameworks that can allow for quantification of the trade-off
between security and performance. In this paper, we argue for
the need for comprehensive effort in this direction, and present
an illustrative example of the same by describing asymptotic
secure-capacity results for randomly deployed wireless network
where each node is preloaded with a random subset of keys.

I. I NTRODUCTION

It is usual to quantify the performance of communication
networks in terms of achievable throughput or delay. The
past decade or so has also seen the gradual evolution of
a theoretical structure for analysis of the scaling of wire-
less network performance. Gupta and Kumar [1] established
the necessary and sufficient conditions for connectivity ina
randomly deployed network. Subsequently, in their seminal
paper [2] they defined a notion of transport capacity and
established capacity results for arbitrary and random networks.
Since then there have been a plethora of capacity results for
wireless networks under different models and assumptions.
Simultaneously, there have been efforts at quantification of
the performance of wireless networks in the non-asymptotic
regime, e.g., [3]. There is also a substantial body of work on
characterising stable ”throughput-optimal” schedulers [4].

It is to be noted that these results have focused on tradi-
tional measures of performance, viz., throughput (capacity),
and/or in some cases delay, without taking into considera-
tion the possible need to secure communication against fail-
ure/subversion/disruption.As security and reliability concerns
gradually emerge at the forefront of networking research,
it is increasingly crucial to consider secure communication
capacity/delay as primary performance measures. Inherent
in this argument is the recognition that security has a cost.
Securing communication against subversion or disruption will
typically require more resources (in terms of bandwidth and/or
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hardware capabilities); traditional performance measures fail
to take this into account.

While quantifying the impact of security has general rel-
evance, it is particularly significant in the case of wireless
networks, where the medium is shared, and resources (e.g.,
energy) are often scarce. Thus wireless protocol design must
carefully take into account the performance degradation ex-
pected as a result of improving the security characteristics. The
impact of security on wireless network performance has been
studied empirically in some past work [5], [6]. There has also
been work on quantifying secure capacity in an information-
theoretic sense [7], including work on capacity of secure
network coding [8]. However, further work on developing a
theoretical structure is needed, especially in the contextof
analyzing and quantifying security-performance trade-offs.

A formal quantification of the cost of security can be quite
beneficial, as it can facilitate evaluation of the desirability of
specific security solutions. It can also allow for exploration
of suitable trade-offs between security and efficiency, and
enable protocol designers to reason about desirable operating
points that balance both concerns. To this effect, performance
measures need to be revisited in a secure wireless network.

As an illustration of the same, we obtain a result for secure
asymptotic connectivity and capacity of randomly deployed
wireless networks in a scenario where each node is loaded
with a random subset of keys prior to deployment, and nodes
can securely communicate only with neighbors with whom
they share at least one common key.

II. SECURITY AND RELIABILITY ISSUES INWIRELESS

NETWORKS

While security and reliability are relevant in both wired and
wireless networks, the distinct nature of wireless communi-
cation exposes wireless networks to additional attack models
that are not encountered in wired networks. Typically, thisis
because the wireless medium is asharedbroadcast medium,
which easily allows for the possibility of (1) eavesdropping
(2) disruption of legitimate communication via jamming, in
addition to the possibility of message-tampering by malicious
relay nodes. Of these, the issues of eavesdropping and tamper-
ing can be addressed via end-to-end encryption/authentication;



however for many scenarios, e.g., sensor networks, a public-
key infrastructure may be too expensive to deploy. Thus, more
lightweight solutions may be required.

It must be noted that though the broadcast nature of the
medium gives rise to new attack models, it also provides
new opportunities for detection and handling of malicious
behavior. In this regard, recent results on Byzantine fault-
tolerant broadcast in wireless networks (e.g., [9], [10], [11],
[12], [13], [14]) are of significant interest, as these highlight
some of the advantages as well as disdvantages of having a
broadcast medium. They also provide insights into how reli-
able communication (in the sense of resilience from message
tampering) can be achieved without public-key infrastructure,
and expose some of the trade-offs in message-complexity and
fault-tolerance.

To avoid eavesdropping, a lightweight approach involves
link-layer encryption, whereby each pair of neighboring nodes
shares a common key; packets exchanged by them are en-
crypted before transmission, and decrypted after receipt.Ad-
ditional discussion on benefits and limitations of link-layer
encryption is available in [15]. Providing all nodes with a
single common key makes the system vulnerable, as the
adversary only needs to compromise one node to be able to
decrypt any communication in the network. Thus, various key
pre-distribution schemes have been proposed, e.g., [16]. Key
pre-distribution and associated performance trade-offs is the
focus of this paper.

Other approaches involve exploiting physical layer diver-
sity in the wireless network, e.g., in [17], the presence of
multiple channels was used to facilitate post-deployment key
distribution in the presence of non-colluding eavesdropping
adversarial nodes. In [18], a scenario is considered where there
are multiple channels, and the adversary can only jam one or
few of these. Deterministic algorithms for an operation termed
ε-gossip in such a scenario are described.

What is important in all these scenarios is that given the
specific characteristics of the wireless physical layer, there
are many interesting trade-offs that arise. Thus, from the
viewpoint of a network designer who seeks to not only
design suitable algorithms for a given network, but potentially
decide what physical layer attributes/parameters would better
facilitate secure protocols, it is extremely important to study
these issues in detail. As stated in Section I, we provide an
example of the same in this paper, by obtaining results for
asymptotic secure connectivity and capacity in a key pre-
distribution scenario.

III. N OTATION AND TERMINOLOGY

We use the following standard asymptotic notation [19]:
• f (n) = O(g(n)) means that∃c,No, such thatf (n) ≤

cg(n) for n > No

• f (n) = o(g(n)) means that lim
n→∞

f (n)
g(n) = 0

• f (n) = ω(g(n)) means thatg(n) = o( f (n))
• f (n) = Ω(g(n)) means thatg(n) = O( f (n))
• f (n)= Θ(g(n))means that∃c1,c2,No, such thatc1g(n)≤

f (n) ≤ c2g(n) for n > No

Whenever we use a term log(x), we are referring to the natural
logarithm ofx.

IV. T HE MODEL

In this section, we describe the model that we use for the
secure capacity results in this paper. We adopt the approach
of asymptotic capacity analysis which was introduced in the
seminal paper by Gupta and Kumar [2]. In this approach,
the goal is to investigate how network performance scales as
we increase the node population in the network. Asymptotic
results can be useful in that apart from helping to understand
scaling behavior of very large networks, they also provide
useful insights into the issues encountered, many of which
are common to networks at all scales. Moreover, the general
trends obtained from asymptotic analysis tend to be similarto
those encountered in practice.

We consider a network ofn single-interfacenodes randomly
deployed over a unit torus. Each node is the source of exactly
one flow. As in [2], each sourceS selects a destination by
first fixing on a point D′ uniformly at random, and then
picking the nodeD (other than itself), that is closest toD′.
All communication occurs over a single channel of bandwidth
W. All multi-hop communication is assumed to occur via the
store-and-forward paradigm.

Given the security requirement, the network is said to be
connected if and only if each non-faulty node in the network
is capable of sending a message to all other non-faulty nodes
in a secure manner.

Per-flow Capacity: As per the definition introduced in
[2], the per-flow capacity is said to beΘ( f (n)) if there exist
constantsc1,c2 such that:

1) lim
n→∞

Pr[ each flow can get throughputc1 f (n)] = 1

2) lim
n→∞

Pr[ each flow can get throughputc2 f (n)] < 1

Per-flow secure capacity:Along similar lines, one may
conceive of defining a notion ofsecure capacitywhich is sim-
ilar to the definition of capacity, except that we now consider
the achievable throughput for communication that satisfiesthe
desired notion ofsecurity(which may vary depending on the
context).

There are two different ways of viewing the notion of secure
capacity. One may be termed aspre-attackor quiescentsecure
capacity, wherein the network is pre-configured to face certain
attacks (at some cost), and the pre-attack secure capacity yields
the per-flow secure throughput that can be guaranteed before
any node is compromised. Thus, this definition allows one to
quantify the cost of thea priori mechanisms that are in place.

Another way of viewing secure capacity is to seek to
quantify the secure throughput that can be guaranteed to
all (or a large fraction of) flows originating/terminating at
uncompromised nodes, given that some nodes have indeed
been compromised. This can be termed aspost-attacksecure
capacity. This view also involves quantifying the number of
node-compromises that can be effectively tolerated without
making an acceptable level of security impossible to achieve.
The nature of this definition requires a specific model of what
is acceptablesecurity.



Moreover, the above two notions of security also highlight
the need to differentiate security-related mechanisms asa
priori and on demandmechanisms. The former can degrade
the pre-attack capacity, even in the absence of any attack, but
may be easier to put into place. The latter are more desirable
from the viewpoint of efficiency; but may require sophisticated
approaches for detection of an attack, so that the on-demand
mechanisms may be triggered. Thus, a practically desirable
solution may involve a hybrid approach.

In this paper, we restrict our discussion topre-attacksecure
capacity, which can be defined as the minimum per-flow
throughput that can guaranteed to each flow while using
the a priori mechanisms. Moreover, we consider a specific
example scenario, where an adversary may attempt to overhear
communication in the network. Thea priori mechanism used
is that of link-layer encryption, and to reduce the impact of
one (or a few) nodes being compromized, random key pre-
distribution is used. We discuss this further in the next section.

V. RANDOM KEY PRE-DISTRIBUTION

Random key pre-distribution for sensor networks was first
proposed in [16]. In this model, sensor nodes are pre-loaded
with a random subset of cryptographic keys, and then de-
ployed. Thereafter, two neighboring nodes can commmunicate
securely only if they share at least one common key. Thus, if
an adversary gains control of a single node (or a few nodes), it
only gains access to a subset of the keys, and cannot eavesdrop
on all ongoing communication in the network.

Some results analyzing network connectivity when each
node is assigned a random subset of keys have been presented
in [16]. However, instead of a precise formulation for random
geometric graphs, these rely on using results for random
graphs, and assume the communication probability for each
node-pair to be independent (it actually exhibits correlation,
e.g., suppose A and B have the same set of keys; if C shares a
key with A, it is guaranteed to share a key with B). Moreover,
the issue of multi-hop routing in such scenarios has not been
formally analyzed.

In [20], the issue of connectivity with random key pre-
distribution is considered for random geometric graphs. They
consider an approximate model wherein the keys are assigned
with replacement. Since key assignment with replacement
can only reduce connectivity for a certain key-set size, the
sufficient condition obtained by them for thewith replacement
case is also a sufficient condition for thewithout replacement
case.

There is a vast body of subsequent work on a wide range
of key establishment and management techniques, e.g, [21],
[22], [23].

In subsequent sections we establish necessary and sufficient
conditions for connectivity and establish the pre-attack secure
capacity for the random key pre-distribution scheme described
in [16], by leveraging some of our prior work on multi-channel
wireless networks with channel switching constraints [24],
[25].

VI. SWITCHING CONSTRAINTS IN A MULTI -CHANNEL

WIRELESSNETWORK

As was mentioned in the previous section, we leverage prior
results regarding multi-channel wireless networks with channel
switching constraints, in order to obtain results for scenarios
with random key pre-distribution. In this section, we briefly
discuss those multi-channel scenarios.

In recent work [24], [25], we have studied the capacity of
multi-channel wireless networks where radios are subject to
switching constraints. In these scenarios, there arec channels
of equal bandwidth available. Each node is equipped with
a single (half-duplex) radio-interface. Each individual radio-
interface is pre-assigned a subset off channels out ofc.
Thereafter it can only switch on thesef channels. Thea priori
assignment off channels could occur in many different ways,
and some constraint models were proposed to capture some
such scenarios. One of the considered constraint models was
termed random(c, f ) assignment. In this model, each radio is
pre-assignedf channels uniformly at random out ofc available
channels, wherec = O(logn).

VII. D ERIVING SECURECAPACITY RESULTSUSING

MULTI -CHANNEL RESULTS

The multi-channel model discussed in Section VI can be
interpreted in this context by viewing the ability to switchon
a channel as being equivalent to having a certain key. Each
node is pre-loaded with a subset off keys out ofc, with c =
O(logn). Thus the random(c, f ) model of [24], [25] maps to
pre-distribution of uniformly randomf -subsets of keys (which
we will refer to as random(c, f ) key pre-distribution), and the
results for the former can be mapped to results for the latter,
as we discuss further.

The probability that any two nodes have at least one
common key (channel) is given byprnd = 1− (1− f

c )(1−
f

c−1)...(1− f
c− f+1). As was discussed in [25],prnd ≥ 1−e−

f 2
c .

Thus, f = Ω(
√

c) =⇒ prnd = Ω(1) , i.e., there is a rapid
convergence ofprnd to 1. Such fast convergence (in the context
of keys) was also empirically demonstrated in [16].

A. Connectivity

It is not hard to see that connectivity conditions and
properties are the same for the case of both channels and
keys. In the multi-channel scenario, two nodes within each
others’ range can communicate if and only if they can switch
on some common channel. In the corresponding key scenario,
two nodes within each others’ range can communicate securely
if and only if they share a common key that can be used to
encrypt data transmitted between them.

In [24], the critical connectivity range1 was shown to be

Θ(
√

logn
prndn) for random (c, f ) assignment andc = O(logn).

1The critical range for connectivity is said to beΘ( f (n)) if
lim
n→∞

Pr[network is connected] = 1 when the transmission range is at least

c1 f (n) (for a suitable constantc1), but lim
n→∞

Pr[network is connected] < 1 if

the transmission range is less than or equal toc2 f (n) (for another suitable
constantc2 < c1).



Thus, it follows that the critical range for secure connectivity

with random(c, f ) key pre-distribution is alsoΘ(
√

logn
prndn).

B. Upper Bound on Capacity

As was first shown in [2], a transmission range ofr(n)
imposes a capacity upper bound ofO( W

nr(n)) by limiting the
maximum number of concurrent transmissions possible. Thus
we obtain that the capacity with random(c, f ) key pre-
distribution isO(W

√

prnd
nlogn).

C. Lower Bound on Capacity

It is easy to see that a route that is valid for multi-hop
communication with random(c, f ) assignment is also a valid
route for secure communication in the corresponding key-
based scenario. This is because each pair of consecutive nodes
on that route are guaranteed to share at least one common
channel, which maps to sharing a common key in the key-
based scenario. Thus the data on each hop can be encrypted
using the shared key.

However, there is one difference in the two scenarios: in the
multi-channel scenario, there arec channels of bandwidthWc
each, while in the corresponding key-based scenario, thereis
only one channel spanning all the available bandwidthW. We
now describe how one may easily obtain a feasible schedule
for the key scenario from a schedule for the channel scenario:

Given a network instance, construct a feasible random(c, f )
schedule as described in [25]. Constructing this schedule
involves partitioning the network into cells. As per the de-
scription in [25], this schedule is two-level:

The schedule comprises rounds; each round is divided into a
constant number of cell-slots, and each cell gets one slot per
round for its transmissions. Each cell-slot is further divided
into sub-slots in which individual packet transmissions inthat
cell get scheduled.

We construct a schedule for the key scenario as follows:
The key schedule retains the assignment of cells to slots.

However, the scheduling within a cell-slot is obtained via a
serializationof the scheduling in the corresponding cell-slot
of the multi-channel schedule:

In the multi-channel schedule, each sub-slot can have at
most c concurrent transmissions going on at rateW

c each. In
the key schedule, we divide each sub-slot further intoc equal
sub-sub-slots. Each transmission is exclusively assignedone
sub-sub-slot, and occurs at rateW (since there is a single
channel that supports data-rateW). Thus, we serialize these
transmissions. This serialization is depicted in Fig. 1.

It is not hard to see that this is a feasible schedule for the
key pre-distribution scenario. Thus, one can obtain a capacity
lower bound with keys which is the same as the capacity
lower bound for the corresponding multi-channel scenario,i.e.,
Ω(W

√

prnd
nlogn) [25].

D. Capacity with Random(c, f ) Key Pre-distribution

In Section VII-B and Section VII-C, we established upper
and lower bounds on capacity with random(c, f ) key pre-
distribution, by drawing on the multi-channel results presented

Upto c shorter sequential transmissions

Upto c transmissions in parallel
Multi−channel
Schedule

Key Schedule

Duration of a sub−slot

Fig. 1. Obtaining a schedule for key scenario by serializingtransmissions
in multi-channel schedule

in [24], [25]. It follows from the upper and lower bounds
that the capacity with random(c, f ) key pre-distribution, when
c= O(logn) is Θ(W

√

prnd
nlogn). When f = Ω(

√
c), prnd = 1 and

one achieves pre-attack capacity of the same asymptotic order
as with f = c, or without random key pre-distribution.

VIII. I NSIGHTS ONROUTING

We described in the previous section how the construction
used in [25] to achieve capacity for random(c, f ) assignment
is also valid for a random(c, f ) key pre-distribution scenario,
with some modification to the schedule. Moreover, the routes
that are valid for one are valid for the other. The routing
strategy provides insights into the routing issues that arise
in such networks due to the fact that two nodes that are in
range cannot communicate securely unless they share a key.
This issue has not been carefully studied in prior work on
random key pre-distribution. While [22] discusses the notion
of replacing a direct neighbor link with multiple hops in a key-
predistribution scenario, they do not consider the implications
for network-wide routing.

In the routing construction for random(c, f ) assignment
described in [25], each route must traverse a certain minimum
number of intermediate hops. The need for this can be intu-
itively explained as follows: it is possible that a sourceSand its
destinationD may not switch on any common channel. Thus
one needs to find a sequence of nodesS,R1,R2, ...,Rl such
that each consecutive pair of nodes(S,R1),(R1,R2), ...,(Rl ,D)
can operate on at least one common channel (to ensure a
sequence of feasible links); thusS can send packets on one
of its f channels, and the destination will be able to receive
them on one of itsf channels. If the straight-line route from
S to D (i.e., the route that passes through cells traversed by
the straight-line fromS to D′, with a possible additional last
hop toD (Fig. 2)) provides the required minimum number of
hops, then the straight-line route is taken. However ifS and
D are very close to each other, the straight-line route may be
too short, and the route is made to pass through a sufficient
number of cells by taking adetour (Fig. 3). Routing with
keys would also require similar detour strategies, and possibly
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Fig. 2. Routing along a straight line
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Fig. 3. Illustration of detour routing

longer-than-usual routes, to ensure an end-to-end secure path
from source to destination.

IX. D ISCUSSION ONSECURITY-PERFORMANCE

TRADE-OFF

The capacity results established in Section VII provide
insight into the trade-off between security (i.e., resilience
to key-compromise) and performance. Since each node is
equipped with a random subset off keys, an adversary can
gain access tof keys by compromising a single node. Thus, it
would be desirable to keepf small to improve security char-
acteristics. However, since capacity scales asΘ(W

√

prnd
nlogn),

and is an increasing function off , the quiescent or pre-
attack capacity is adversely affected iff is small. Hence,
performance (throughput) dictates a large value off . This
interplay introduces a trade-off, andf must be suitably chosen
to achieve the appropriate balance. The asymptotic capacity
results help quantify this trade-off.

Moreover, it is to be noted that in the capacity construction,
the common transmission range can be chosen to maximize ca-
pacity. This essentially means that there is no power constraint
on the nodes. In a practical deployment, very high transmission
power may not be feasible, particularly for battery-powered
sensor nodes. Thus, given the largest transmission power that
one is willing to use, the transmission range is upper-bounded,
and so f must be chosen to be large enough to provide
good connectivity for that range. Results on critical rangefor
connectivity can help guide this decision.

This discussion highlights that there are many requirements
and constraints on a practical network, and the value off
must be appropriately chosen to achieve the desired operating
point. Formal theoretical analysis can be useful in providing
rigorous insights regarding the trade-offs. In particular, there
is need to formulate models for post-attack secure capacity, as
was discussed in Section IV.

X. CONCLUSION

We have established secure capacity results for wireless
networks with random key pre-distribution, based on past
work by us on multi-channel wireless networks with channel-
switching constraints. These results shed light on the routing
implications and issues in such scenarios, as well as the trade-
off between resilience to key-compromise and performance.
They also serve as an illustration of a theoretical approach
to quantifying security-performance trade-offs in wireless net-
works.
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