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Abstract— It is usual to quantify the performance of com- hardware capabilities); traditional performance measudedl
munication networks in terms of achievable throughput or to take this into account.
delay. However, as a result of the significant recent interest — yyije quantifying the impact of security has general rel-
in safety-critical application scenarios for wireless networking, N icularly sianifi in th f wirel
security and reliability concerns are gradually emerging at the ©Vance, it is particularly signiticant in the case ot wirsles
forefront of wireless networking research. In light of this, it is networks, where the medium is shared, and resources (e.g.,
increasingly crucial to consider secure communication capacity or energy) are often scarce. Thus wireless protocol desigrt mus
delay as primary performance measures, and evolve theoretical carefully take into account the performance degradation ex
frameworks that can allow for quantification of the trade-off pected as a result of improving the security charactessiibe

between security and performance. In this paper, we argue for ! f - irel K perf has b
the need for comprehensive effort in this direction, and present 'MPAct of security on wireless network periormance has been

an illustrative example of the same by describing asymptotic Studied empirically in some past work [5], [6]. There hasals
secure-capacity results for randomly deployed wireless network been work on guantifying secure capacity in an information-
where each node is preloaded with a random subset of keys.  theoretic sense [7], including work on capacity of secure
I, INTRODUCTION network coding [8]. However, further work on developing a
theoretical structure is needed, especially in the contéxt

Itis usqal to quantify thg performance of communicatiognalyzing and quantifying security-performance trads-of
networks in terms of achievable throughput or delay. TheAformaI quantification of the cost of security can be quite

past decade or so has also seen the gradual evolution _of . . . o . I
: : . - beneficial, as it can facilitate evaluation of the desiiabibf

a theoretical structure for analysis of the scaling of wire-_ .. . . .
sBecmc security solutions. It can also allow for explavati

less network performance. Gupta and Kumar [1] establishe suitable trade-offs between security and efficiency, and

the necessary and sufficient conditions for connectivityain epable protocol designers to reason about desirable apgrat

randomly deployed network. Subsequently, in their seming ints that balance both concerns. To this effect, perfagea

paper [2] they defined a notion of transport capacity a S .

. ; : Mmeasures need to be revisited in a secure wireless network.
established capacity results for arbitrary and random oksv s an illustration of the same. we obtain a result for secure
Since then there have been a plethora of capacity results fofA‘ " lon ot » We : u u

ymptotic connectivity and capacity of randomly deployed

wireless networks under different models and assumptio ol networks in nario wher h node is loaded
Simultaneously, there have been efforts at quantificatibn gIreless Networks in a scenario where each node Is loade
th a random subset of keys prior to deployment, and nodes

the performance of wireless networks in the non—asymptot\%I . : X )

regime, e.g., [3]. There is also a substantial body of work n sicurely Icommumcate only l\:wth neighbors with whom

characterising stable "throughput-optimal” schedulelf [ they share at least one common key.
It is to be noted that these results have focused on tradi-

tional measures of performance, viz., throughput (capjicit

and/or in some cases delay, without taking into considera-

tion the pos_S|bIe_ neeo_l to secure communication against fail while security and reliability are relevant in both wired and
ure/subversion/disruptiors security and reliability concerns ;- jass networks, the distinct nature of wireless communi

gradually emerge at the forefront of networking researchyinn exposes wireless networks to additional attack msode

it is increasingly crucial to consider secure communicrsltioﬂ1at are not encountered in wired networks. Typically, ikis
papa_city/delay as. primary perfqrmance meagurlnherent because the wireless medium ishkaredbroadcast medium,
in this argument is the recognition that security has a COgfhich easily allows for the possibility of (1) eavesdroppin
Securing communication against subversion or disruptidh W(2) disruption of legitimate communication via jamming, in
typically require more resources (in terms of bandwidth/and addition to the possibility of message-tampering by maii

This research is supported in part by US Army Research Offi@mtgr _relay nodes. Of these, t_he issues of eavesdrqpplng an_d |_tampe
W911NF-0710287, and a Vodafone Graduate Fellowship. ing can be addressed via end-to-end encryption/authéotica

Il. SECURITY AND RELIABILITY |ISSUES INWIRELESS
NETWORKS



however for many scenarios, e.g., sensor networks, a pubM/henever we use a term 109, we are referring to the natural
key infrastructure may be too expensive to deploy. Thus.emdpgarithm of x.
lightweight solutions may be required.
IV. THE MODEL
It must be noted that though the broadcast nature of the

medium gives rise to new attack models, it also providesln this section, we describe the model that we use for the
new opportunities for detection and handling of maliciouSECUre capacity results in this paper. We adopt the approach

behavior. In this regard, recent results on Byzantine faufff @Symptotic capacity analysis which was introduced in the
tolerant broadcast in wireless networks (e.g., [9], [1ap)] Seminal paper by Gupta and Kumar [2]. In this approach,
[12], [13], [14]) are of significant interest, as these hight the _goal is to investigate how _netv_vork performance scales as
some of the advantages as well as disdvantages of havin§& increase the node population in the network. Asymptotic
broadcast medium. They also provide insights into how reﬁ‘-esu,ltS can be. useful in that apart from helping to undedst.an
able communication (in the sense of resilience from messafeing behavior of very large networks, they also provide
tampering) can be achieved without public-key infrastie useful insights into the issues encountered, many of which
and expose some of the trade-offs in message-complexity & cOMmon to networks at all scales. Moreover, the general
fault-tolerance. trends obtained from asymptotic analysis tend to be sinhilar
To avoid eavesdropping, a lightweight approach involvd§0Se encountered in practice.
link-layer encryption, whereby each pair of neighboringles e consider a network of single-interfaceodes randomly
shares a common key; packets exchanged by them are deployed over a unit torus. Each node is the source (_)f exactly
crypted before transmission, and decrypted after recaigt. ONe flow. As in [2], each sourc® selects a destination by
ditional discussion on benefits and limitations of linkday fI'St fixing on a pointD’ uniformly at random, and tljen
encryption is available in [15]. Providing all nodes with aP'Ck'ng the -nod.eD (other than 'tS?'f)' that is closest ID._
single common key makes the system vulnerable, as gcommumcatlon occurs'ovgra'smgle channel of banQW|dth
adversary only needs to compromise one node to be ableYp All multi-hop commuplcatlon is assumed to occur via the
decrypt any communication in the network. Thus, various kejjore-and-forward paradigm. o
pre-distribution schemes have been proposed, e.g., [18]. K Given thg security requirement, the network is said to be
pre-distribution and associated performance trade-sffthe ponnected if and qnly if each non-faulty node in the network
focus of this paper. is capable of sending a message to all other non-faulty nodes
Other approaches involve exploiting physical layer divefl! @ SECUré manner.
sity in thepSVireless network, ez” ing[lpn?/ the prgsence % Per-flow Capacity:_AS_ per_the definition_introduce(_ll in
multiple channels was used to facilitate post-deploymenyt k 1. the per-flow capacity is said to bB8(f(n)) if there exist
distribution in the presence of non-colluding eavesdrogpi consta.ntscl,cz such that:
adversarial nodes. In [18], a scenario is considered wineret 1) nIm)Pr[ each flow can get throughpai f (n)] = 1
are multiple channels, and the adversary can only jam one o2) limPr[ each flow can get throughpetf(n)] <1
few of these. Deterministic algorithms for an operatiomted Per-flow secure capacityAlong similar lines, one may
g-gossip in such a scenario are described. conceive of defining a notion afecure capacityvhich is sim-
What is important in all these scenarios is that given theyr to the definition of capacity, except that we now conside
specific characteristics of the wireless physical layeereh the achievable throughput for communication that satigfies
are many interesting trade-offs that arise. Thus, from thfsired notion ofecurity(which may vary depending on the
viewpoint of a network designer who seeks to not onlgontext).
design suitable algorithms for a given network, but pothti  There are two different ways of viewing the notion of secure
decide what physical layer attributes/parameters wouttebe capacity. One may be termed p®-attackor quiescensecure
facilitate secure protocols, it is extremely important tady capacity, wherein the network is pre-configured to faceabert
these issues in detail. As stated in Section |, we provide aftacks (at some cost), and the pre-attack secure capaslitp y
example of the same in this paper, by obtaining results faie per-flow secure throughput that can be guaranteed before
asymptotic secure connectivity and capacity in a key prany node is compromised. Thus, this definition allows one to
distribution scenario. quantify the cost of the priori mechanisms that are in place.
1. NOTATION AND TERMINOLOGY Another way of viewing secure capacity is to seek to

W he followi dard . ion 1191 guantify the secure throughput that can be guaranteed to
e use the following standard asymptotic notation [19]: all (or a large fraction of) flows originating/terminating a

« f(n) = O(g(n)) means thaic,No, such thatf(n) < yncompromised nodes, given that some nodes have indeed
cg(n) for n> N, been compromised. This can be termedpast-attacksecure

+ f(n)=o0(g(n)) means thatnjgé% =0 capacity. This view also involves quantifying the number of

« f(n)=w(g(n)) means thag(n) = o(f(n)) node-compromises that can be effectively tolerated withou

« f(n)=Q(g(n)) means thag(n) = O(f(n)) making an acceptable level of security impossible to achiev

« f(n)=0(g(n))means thalcy,cy, Ny, such thatcig(n) < The nature of this definition requires a specific model of what
f(n) <cpg(n) for n> Ny is acceptablesecurity.



Moreover, the above two notions of security also highlight VI. SwITCHING CONSTRAINTS IN AMULTI-CHANNEL
the need to differentiate security-related mechanismsa as WIRELESSNETWORK
priori and on demandmnechanisms. The former can degrade aswas mentioned in the previous section, we leverage prior
the pre-attack capacity, even in the absence of any attatk, Rysyits regarding multi-channel wireless networks withrahel
may be easier to put into place. The latter are more desirallgitching constraints, in order to obtain results for scas
from the viewpoint of efficiency; but may require sophisté@ \yith random key pre-distribution. In this section, we byefl
approaches for detection of an attack, so that the on-demg{iguss those multi-channel scenarios.
mechanisms may be triggered. Thus, a practically desirablgp recent work [24], [25], we have studied the capacity of
solution may involve a hybrid approach. multi-channel wireless networks where radios are subject t
In this paper, we restrict our discussionpire-attacksecure - switching constraintsin these scenarios, there arehannels
capacity, which can be defined as the minimum per-flogf equal bandwidth available. Each node is equipped with
throughput that can guaranteed to each flow while usiRgsingle (half-duplex) radio-interface. Each individuatiio-
the a priori mechanisms. Moreover, we consider a specifiterface is pre-assigned a subset ffchannels out ofc.
example scenario, where an adversary may attempt to overfveRereafter it can only switch on thegechannels. Tha priori
communication in the network. The priori mechanism used assignment off channels could occur in many different ways,
is that of link-layer encryption, and to reduce the impact qfnd some constraint models were proposed to capture some
one (or a few) nodes being compromized, random key pregch scenarios. One of the considered constraint models was
distribution is used. We discuss this further in the nextisac termed ra_ndon'(c7 f) assignment. In this mode|, each radio is

pre-assigned channels uniformly at random out ofavailable
V. RANDOM KEY PRE-DISTRIBUTION channels, where = O(logn).

Random key pre-distribution for sensor networks was first VII. DERIVING SECURE CAPACITY RESULTSUSING
proposed in [16]. In this model, sensor nodes are pre-loaded MULTI-CHANNEL RESULTS

with a random subset of cryptographic keys, and then de-The mylti-channel model discussed in Section VI can be

ployed. Thereafter, two neighboring nodes can commmuaiichierpreted in this context by viewing the ability to switoh

securely only if they share at least one common key. Thus,df-nannel as being equivalent to having a certain key. Each

an adversary gains control of a single node (or a few nodes)phge is pre-loaded with a subset bkeys out ofc, with ¢ =

only gains accessto a sybs_et of the keys, and cannot eapesgjgogn)_ Thus the randontc, f) model of [24], [25] maps to

on all ongoing communication in the network. pre-distribution of uniformly randoni-subsets of keys (which
Some results analyzing network connectivity when eagfie will refer to as randonfc, f) key pre-distribution), and the

node is assigned a random subset of keys have been presepigdits for the former can be mapped to results for the latter

in [16]. However, instead of a precise formulation for ramdo 55 \we discuss further.

geometric graphs, these rely on using results for randomThe probability that any two nodes have at least one

graphs, and assume the communication probability for eaggmmon key (channel) is given bgmng = 1 — (1- i)(l,

node-pair to be independent (it actually exhibits coriefat f . . e
e.g., suppose A and B have the same set of keys; if C shares @) (1— c=771)- As was discussed in [25prna > .1—6 °.
key with A, it is guaranteed to share a key with B). Moreoved Nus, f = Q(y/€) = pma = Q(1) , i.e., there is a rapid

the issue of multi-hop routing in such scenarios has not beg@nvergence opmg to 1. Such fast convergence (in the context
formally analyzed. of keys) was also empirically demonstrated in [16].

In [20], the issue of connectivity with random key prexn  Connectivity
distribution is considered for random geometric graphseyTh

. ) . . (I]t is not hard to see that connectivity conditions and
consider an approximate model wherein the keys are assigne

: : . . foperties are the same for the case of both channels and
with replacement Since key assignment with repIacemerE . ) o
eys. In the multi-channel scenario, two nodes within each

can iny redu_c_e conne_ctivity for a certain_ key-set size, thoefhers‘ range can communicate if and only if they can switch
sufficient condition obtained by them for tkngth replacement

: . e : on some common channel. In the corresponding key scenario,
case is also a sufficient condition for théthout replacement o , .
case two nodes within each others’ range can communicate sacurel

Th . t bodv of sub N K id if and only if they share a common key that can be used to

€re 1s a vast body ot subsequent work on a wide rangd crypt data transmitted between them.
of key establishment and management techniques, e.g, [21 tn [24], the critical connectivity rangé was shown to be
[22]1 [23]- Iogn, ;

In subsequent sections we establish necessary and suffic%h\/ pmdn) for random (c, f) assignment and = O(logn).
conditions for connectivity and establish the pre-attaeuse 1The critical ; tvity | d 1o be(fM) if

. . . . . e critical range Tor connectvi IS sal (0} n I

papacny for the rgndom key pre-d|st_r|but|0n SCheme: desdri rI]irrgoF’r[network is connectgd= 1 when the transmission range is at least
n [16], by leveraging some of our prior Wprk on mUItl'_Cha'hneclf(n) (for a suitable constant;), but lim Prinetwork is connectddk 1 if
wireless networks with channel switching constraints [24} {ansmission range is less than or equatb(n) (for another suitable
[25]. constantc, < ¢1).



Thus, it follows that the critical range for secure conngtti

; fatrilag i+ ; logn Multi-channel ; ;
with random(c, f) key pre-dlstrlbutlon IS aIs@( pmdn)' Schedule L ' Upto ¢ transmissions in parallel

B. Upper Bound on Capacity

As was first shown in [2], a transmission range rgh)
imposes a capacity upper bound @t%) by limiting the
maximum number of concurrent transmissions possible. Thus

we obtain that the capacity with randoifc, f) key pre-

distribution isO(W nrl)ggn ). Key Schedule Upto ¢ shorter sequential transmissio

C. Lower Bound on Capacity

It is easy to see that a route that is valid for multi-hop ! Duration of a sub-slot
communication with randonic, f) assignment is also a valid _ L obini hedule for k b i o
. . . : 9. 1. aining a schedule for key scenario by serializragsmissions
route for secure cpmmunlcatlon in the.correspondm.g KeY= 1 lti-channel schedule
based scenario. This is because each pair of consecuties nod

on that route are guaranteed to share at least one common

channel, which maps to sharing a common key in the ke [24], [25]. It follows from the upper and lower bounds
based scenario. Thus the data on each hop can be encrygigdthe capacity with randore, ) key pre-distribution, when
using the shared key. , . ¢=0(logn) is @(W\/E). When f = Q(1/€), pmd =1 and
However, there is one difference in the two scenarios: in the ) . .
: . : one achieves pre-attack capacity of the same asymptoté ord
multi-channel scenario, there acechannels of bandW|dtP‘FV - 7 - L
S . .t as with f =c, or without random key pre-distribution.
each, while in the corresponding key-based scenario, tisere
only one channel spanning all the available bandwitlthWe
now describe how one may easily obtain a feasible schedule
for the key scenario from a schedule for the channel scenarioWe described in the previous section how the construction
Given a network instance, construct a feasible randarfi)  used in [25] to achieve capacity for randd f) assignment
schedule as described in [25]. Constructing this schedugealso valid for a randonfc, ) key pre-distribution scenario,
involves partitioning the network into cells. As per the dewith some modification to the schedule. Moreover, the routes
scription in [25], this schedule is two-level: that are valid for one are valid for the other. The routing
The schedule comprises rounds; each round is divided intstsategy provides insights into the routing issues thaseari
constant number of cell-slots, and each cell gets one slot p& such networks due to the fact that two nodes that are in
round for its transmissions. Each cell-slot is further dad range cannot communicate securely unless they share a key.
into sub-slots in which individual packet transmissionghiat This issue has not been carefully studied in prior work on
cell get scheduled. random key pre-distribution. While [22] discusses the notio
We construct a schedule for the key scenario as follows:of replacing a direct neighbor link with multiple hops in ayke
The key schedule retains the assignment of cells to slopsedistribution scenario, they do not consider the impidares
However, the scheduling within a cell-slot is obtained via #r network-wide routing.
serialization of the scheduling in the corresponding cell-slot In the routing construction for randorfc, f) assignment
of the multi-channel schedule: described in [25], each route must traverse a certain mimimu
In the multi-channel schedule, each sub-slot can have raimber of intermediate hops. The need for this can be intu-
most ¢ concurrent transmissions going on at re%eeach. In itively explained as follows: it is possible that a soug&and its
the key schedule, we divide each sub-slot further memual destinationD may not switch on any common channel. Thus
sub-sub-slots. Each transmission is exclusively assigmed one needs to find a sequence of no@&B;,Ry,...,R such
sub-sub-slot, and occurs at rafé (since there is a single that each consecutive pair of Nnod&R;), (Ri,Ry). ..., (Ri,D)
channel that supports data-raté). Thus, we serialize thesecan operate on at least one common channel (to ensure a
transmissions. This serialization is depicted in Fig. 1. sequence of feasible links); thi&can send packets on one
It is not hard to see that this is a feasible schedule for tl its f channels, and the destination will be able to receive
key pre-distribution scenario. Thus, one can obtain a dapacthem on one of itsf channels. If the straight-line route from
lower bound with keys which is the same as the capacig§/to D (i.e., the route that passes through cells traversed by
lower bound for the corresponding multi-channel scenamgo, the straight-line fromSto D’, with a possible additional last

VIII. I NSIGHTS ONROUTING

QW n‘?gg*n) [25]. hop toD (Fig. 2)) provides the required minimum number of
o o hops, then the straight-line route is taken. Howeves #nd
D. Capacity with Randon(c, f) Key Pre-distribution D are very close to each other, the straight-line route may be

In Section VII-B and Section VII-C, we established uppetoo short, and the route is made to pass through a sufficient
and lower bounds on capacity with randofm f) key pre- number of cells by taking aletour (Fig. 3). Routing with
distribution, by drawing on the multi-channel results mrted keys would also require similar detour strategies, andipbss
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Fig. 2. Routing along a straight line Fig. 3. lllustration of detour routing
longer-than-usual routes, to ensure an end-to-end seathe p X. CONCLUSION

from source to destination. We have established secure capacity results for wireless

IX. DISCUSSION ONSECURITY-PERFORMANCE networks with random key pre-distribution, based on past
TRADE-OFF work by us on multi-channel wireless networks with channel-

The capacity results established in Section VII provid%WitChing constraints. These results shed light on theimgut
insight into the trade-off between security (i.e., resitie implications and issues in such scenarios, as well as the-tra

to key-compromise) and performance. Since each node Off between resilience to key-compromise and performance.
equipped with a random subset 6fkeys, an adversary canThey als_o_serve as an illustration of a theor_etica_ll approach
gain access tdé keys by compromising a single node. Thus, 0 quantifying security-performance trade-offs in wissenet-

would be desirable to keep small to improve security char- works.

. . . - p
acteristics. However, since capacity scales@iW, /qi), XI. ACKNOWLEDGEMENT
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