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I. INTRODUCTION

It is usual to quantify the performance of communicationweks in terms of achievable throughout or delay. The past
decade or so has also seen the gradual evolution of a themdretiucture for analysis of the scaling of wireless networ
performance. Gupta and Kumar [1] established the neceasalgufficient conditions for connectivity in a randomly tyed
network. Subsequently, in their seminal paper [2] they @efia notion of transport capacity and established capassiylts for
arbitrary and random networks. Since then there have bedetlaopa of capacity results for wireless networks undefedint
models and assumptions. Simultaneously, there have bémtsedt quantification of the performance of wireless neksdn
the non-asymptotic regime, e.g., [3].

It is to be noted that these results have focused on traditiomasures of performance, viz., throughput (capacity)
(and/or in some cases delay), without taking into constisrathe possible need to secure communication against fail
ure/subversion/disruptiorAs security and reliability concerns gradually emerge a florefront of networking research, it
is increasingly crucial to consider secure communicati@pacity/delay as primary performance measureherent in this
argument is the recognition that security has a cost. Seguwommunication against subversion or disruption willicgtly
require more resources (in terms of bandwidth and/or harglwapabilities); traditional performance measures failake this
into account.

While quantifying the impact of security has general rel@anit is particularly significant in the case of wirelesswerks,
where the medium is shared, and resources (e.g. energy)ftare starce. Thus wireless protocol design must carefalke t
into account the performance degradation expected as & ofsonproving the security characteristics. The impacteturity
on wireless network performance has been studied empyricalsome past work [4], [5]. There has also been work on
qguantifying secure capacity in an information-theoretase. However, further work on developing a theoreticalcstrre is
needed, especially in the context of analyzing protocofgoarance.

A formal quantification of the cost of security can be quitendficial, as it can facilitate evaluation of the desirapilitf
specific security solutions. It can also allow for explavatiof suitable trade-offs between security and efficienogl anable
protocol designers to reason about desirable operatingptiat balance both concerns. To this effect, performameasures
need to be redefined in a secure wireless network. The nofioetavork connectivity also requires a fresh definition.

As an illustration of the same, we obtain a result for secuwgmptotic connectivity and capacity of randomly deployed
wireless networks in a scenario where each node is loadddaviindom subset of keys prior to deployment, and nodes can
securely communicate only with neighbors with whom theyreshat least one common key.

II. DEFINING SECURECONNECTIVITY

As per the traditional definition of connectivity, a netwdsksaid to be connected if and only if each pair of nodes in the
network is connected via at least one path.

Another way to view connectivity is to say that if a node wishe broadcast a message to all other nodes in the network,
it is indeed possible to do so. If the network is connected thadcast is possible. If broadcast is possible, then ¢h&ank
must be connected. Thus, connectivity is equivalent toexelfiility of broadcast.

This alternative definition of connectivity is useful wheneoseeks to extend the notion to a network where there may be
attempts at subverting communication. In such a netwonkneotivity may be defined thuthe network is said to be connected
if and only if each pair of non-faulty nodes in the network eé@mmunicate reliably (securely) with each other
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I11. N OTATION AND TERMINOLOGY
We use the following asymptotic notation:
o O(g(n)) ={f(n)|3c, No, such thatf(n) <cg(n) for n > Ny}
» o(g(m) = {F(mlim 3 =0}
- w(gn) = {f(n)g(n ) o(f(n))}

(
« Q(g(n) = {f(n)[g(n) = O(f(n))}
« ©(g(n)) = {f(n)|3c1,c2,No, such thatcig(n) < f(n) < cag(n) for n> No}

Whenever we use a term 109, we are referring to the natural logarithm xf

IV. THE MODEL

In this section, we describe the model that we use for thersetapacity results in this paper. We adopt the approach of
asymptotic capacity analysis which was introduced in thaisal paper by Gupta and Kumar [2]. In this approach, the goal
is to investigate how network performance scales as we aser¢he node population in the network. Asymptotic resudts ¢
be useful in that apart from helping to understand scalingabi®r of very large networks, they also provide useful gins
into the issues encountered, many of which are common toanktwat all scales. Moreover, the general trends obtainza fr
asymptotic analysis have often be very similar to those emigwed in practice, e.g., it was found in [3] that the gehteands
for multi-channel capacity established in [6] conformedrends observed for smaller-scale networks.

We consider a network ai single-interfacenodes randomly deployed over a unit torus. Each node is theesmf exactly
one flow. As in [2], each sourcB selects a destination by first fixing on a pobt uniformly at random, and then picking
the nodeD (other than itself), that is closest ©'. All communication occurs over a single channel of bandividt. All
multi-hop communication is assumed to occur via the stokfarward paradigm.

Per-flow Capacity: As per the definition introduced in [2], the per-flow capadigysaid to be©®(f(n)) if there exist
constantsc;, ¢, such that:

1) r!im Pr[ each flow can be given throughpcif(n)] =1
2) nIim Pr[ each flow can be given throughpetf (n)] < 1

Per-flow secure capacityAlong the lines of the definition of secure connectivity, vemaefine a notion afecure capacity
as follows: the per-flow capacity is said to B¢ f(n)) if there exist constants;,c, such that:

1) I|m Pr[ each flow can securely communicate data with througlepbitn)] = 1
2) I|m Pr[ each flow can securely communicate data with througlepfitn)] < 1

V. SECURECAPACITY WITH RANDOM KEY PRE-DISTRIBUTION

Random key pre-distribution for sensor networks was firspppsed in [7]. In this model, sensor nodes are pre-loaded wit
a random subset of cryptographic keys, and then deployedte@hter, two neighboring nodes can commmunicate securely
only if they share at least one common key. Thus, if an advgigains control of a single node (or a few nodes), it only gain
access to a subset of the keys, and cannot eavesdrop on alhgrgpmmunication in the network.

Some results analyzing network connectivity when each nedessigned a random subset of keys have been presented in
[7]. However, instead of a precise formulation for randonometric graphs, these rely on using results for random graph
and assume the communication probability for each nodetpdie independent (it actually exhibits correlation, gsyppose
A and B have the same set of keys; if C shares a key with A, it aranteed to share a key with B). Moreover, the issue of
multi-hop routing in such scenarios has not been formallgiyaed.

Some recent work by us [8], [9] has studied the capacity oftirshlannel wireless networks where radios are subject to
switching constraintsin these scenarios, there atechannels of equal bandwidth available. Each individualf{tiaplex)
radio-interface is pre-assigned a subsef athannels out ot. Thereafter it can only switch on thedechannels. The a priori
assignment off channels could occur in many different ways, and some cainstmodels were proposed to capture some
such scenarios. One of the considered constraint modeldasmed random(c, f) assignment. In this model, each radio is
pre-assigned channels uniformly at random out afavailable channels.

These multi-channel results can be interpreted in thiseodity viewing the ability to switch on a channel as being eajeint
to having a certain key. Each node is pre-loaded with a sulifsétkeys out ofc. Thus the randontc, f) model of [8], [9]
maps to pre-distribution of uniformly randorirsubsets of keys. Connectivity conditions and propertiestlhe same for the

case of both channels and keys. In [8], the critical conmiggtiange was shown to b®( logn ) for random(c, f) assignment

Prndn
andc = O(logn), and the same continues to hold for this case.
As was first shown in [2], a transmission ranger @f) imposes a capacity upper bound@(f ) by limiting the maximum

number of concurrent transmissions possible. Thus we mkitat the capacity with random key pre distributiorO@V n‘fggn).



Fig. 1. Routing along a straight line Fig. 2. lllustration of detour routing

Moreover, a route that is valid for multi-hop communicatisith random(c, f) assignment, is valid in the corresponding
key-based scenario. But the capacity outlook is differarthat there is only one channel spanning all the availabhehvalth.
However, it is easy to obtain a feasible schedule for the keynario from a schedule for the channel scenario as follows:

Given a network instance, construct a feasible randonfi) schedule as described in [9]. As per the description in [g§ t
schedule is two-level, i.e., each round is divided into astant number of cell-slots, and each cell gets one slot perddor
its transmissions. Each cell-slot is further divided intd-slots in which individual packet transmissions get sicifed.

The key schedule retains the assignment of cells to slotsveMer, the scheduling within a cell-slot is obtained via a
serializationof the scheduling in the corresponding cell-slot of the mnd(c, f) schedule, as follows: divide each sub-slot
further intoc equal sub-sub-slots. In the randdig f) schedule, each sub-slot could have at ntosbncurrent transmissions
going on at rate% each. Now each such transmission is exclusively assignedsoh-sub-slot, and occurs at r&t&(since
there is one channel that supports data-¥dde

It is easily seen that this is a feasible schedule for the keydpstribution scenario. Thus, one can deduce that cgpaci

with keys isQ(W nﬁ’g”;n). An upper bound was established using the necessary aomglitdr connectivity. Then, from the

multi-channel results presented in [8], [9], it can be dextlithat the capacity with a randofo, f) key pre-distribution, with
c=O(logn) is O(W, /Pmd) 'When f = Q(,/C), pmd = 1 and one achieves order-optimal capacity.

nlogn

Of particular interest is the construction used in [9] to iagh this capacity, which provides insights into routingsimch
networks. While [10] discusses the notion of replacing adireighbor link with multiple hops, they do not consider lzdb
routing. In the routing construction for randofe, f) assignment, each route must traverse a certain minimum ewuwf
intermediate hops. The need for this can be intuitively aix@d as follows: it is possible that a sou@and its destinatioD
may not switch on any common channel. Thus one needs to finguesee of nodeS Ry, Ry, ...,R such that each consecutive
pair of nodes(SR;), (Ri,R2),...,(R,D) has one common channel; thBsan send packets on one of itschannels, and the
destination will be able to receive them on one of fitghannels. If the straight-line route from source to desioma(Fig.
1) provides the required minimum number of hops, then thaigitt-line route is taken. However 8 and D are very close
to each other, the straight-line route may be too short, &edroute is artificially made longer by takingdetour (Fig. 2).
Routing with keys would also require similar detour strégéego ensure and end-to-end secure path from source toaesti.

V1. CONCLUSION

We have established secure capacity results for wirelesgsones with random key pre-distribution, based on past work
by us on multi-channel wireless networks with channel-shiitg constraints. These results also shed light on thangut
implications and issues in such scenarios.
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