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I. I NTRODUCTION

It is usual to quantify the performance of communication networks in terms of achievable throughout or delay. The past
decade or so has also seen the gradual evolution of a theoretical structure for analysis of the scaling of wireless network
performance. Gupta and Kumar [1] established the necessaryand sufficient conditions for connectivity in a randomly deployed
network. Subsequently, in their seminal paper [2] they defined a notion of transport capacity and established capacity results for
arbitrary and random networks. Since then there have been a plethora of capacity results for wireless networks under different
models and assumptions. Simultaneously, there have been efforts at quantification of the performance of wireless networks in
the non-asymptotic regime, e.g., [3].

It is to be noted that these results have focused on traditional measures of performance, viz., throughput (capacity)
(and/or in some cases delay), without taking into consideration the possible need to secure communication against fail-
ure/subversion/disruption.As security and reliability concerns gradually emerge at the forefront of networking research, it
is increasingly crucial to consider secure communication capacity/delay as primary performance measures. Inherent in this
argument is the recognition that security has a cost. Securing communication against subversion or disruption will typically
require more resources (in terms of bandwidth and/or hardware capabilities); traditional performance measures fail to take this
into account.

While quantifying the impact of security has general relevance, it is particularly significant in the case of wireless networks,
where the medium is shared, and resources (e.g. energy) are often scarce. Thus wireless protocol design must carefully take
into account the performance degradation expected as a result of improving the security characteristics. The impact ofsecurity
on wireless network performance has been studied empirically in some past work [4], [5]. There has also been work on
quantifying secure capacity in an information-theoretic sense. However, further work on developing a theoretical structure is
needed, especially in the context of analyzing protocol performance.

A formal quantification of the cost of security can be quite beneficial, as it can facilitate evaluation of the desirability of
specific security solutions. It can also allow for exploration of suitable trade-offs between security and efficiency, and enable
protocol designers to reason about desirable operating points that balance both concerns. To this effect, performancemeasures
need to be redefined in a secure wireless network. The notion of network connectivity also requires a fresh definition.

As an illustration of the same, we obtain a result for secure asymptotic connectivity and capacity of randomly deployed
wireless networks in a scenario where each node is loaded with a random subset of keys prior to deployment, and nodes can
securely communicate only with neighbors with whom they share at least one common key.

II. DEFINING SECURECONNECTIVITY

As per the traditional definition of connectivity, a networkis said to be connected if and only if each pair of nodes in the
network is connected via at least one path.

Another way to view connectivity is to say that if a node wishes to broadcast a message to all other nodes in the network,
it is indeed possible to do so. If the network is connected then broadcast is possible. If broadcast is possible, then the network
must be connected. Thus, connectivity is equivalent to achievability of broadcast.

This alternative definition of connectivity is useful when one seeks to extend the notion to a network where there may be
attempts at subverting communication. In such a network, connectivity may be defined thus:the network is said to be connected
if and only if each pair of non-faulty nodes in the network cancommunicate reliably (securely) with each other.
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III. N OTATION AND TERMINOLOGY

We use the following asymptotic notation:

• O(g(n)) = { f (n)|∃c,No, such thatf (n) ≤ cg(n) for n > No}
• o(g(n)) = { f (n)| lim

n→∞
f (n)
g(n) = 0}

• ω(g(n)) = { f (n)|g(n) = o( f (n))}
• Ω(g(n)) = { f (n)|g(n) = O( f (n))}
• Θ(g(n)) = { f (n)|∃c1,c2,No, such thatc1g(n) ≤ f (n) ≤ c2g(n) for n > No}

Whenever we use a term log(x), we are referring to the natural logarithm ofx.

IV. T HE MODEL

In this section, we describe the model that we use for the secure capacity results in this paper. We adopt the approach of
asymptotic capacity analysis which was introduced in the seminal paper by Gupta and Kumar [2]. In this approach, the goal
is to investigate how network performance scales as we increase the node population in the network. Asymptotic results can
be useful in that apart from helping to understand scaling behavior of very large networks, they also provide useful insights
into the issues encountered, many of which are common to networks at all scales. Moreover, the general trends obtained from
asymptotic analysis have often be very similar to those encountered in practice, e.g., it was found in [3] that the general trends
for multi-channel capacity established in [6] conformed totrends observed for smaller-scale networks.

We consider a network ofn single-interfacenodes randomly deployed over a unit torus. Each node is the source of exactly
one flow. As in [2], each sourceS selects a destination by first fixing on a pointD′ uniformly at random, and then picking
the nodeD (other than itself), that is closest toD′. All communication occurs over a single channel of bandwidth W. All
multi-hop communication is assumed to occur via the store-and-forward paradigm.

Per-flow Capacity: As per the definition introduced in [2], the per-flow capacityis said to beΘ( f (n)) if there exist
constantsc1,c2 such that:

1) lim
n→∞

Pr[ each flow can be given throughputc1 f (n)] = 1

2) lim
n→∞

Pr[ each flow can be given throughputc2 f (n)] < 1

Per-flow secure capacity:Along the lines of the definition of secure connectivity, we can define a notion ofsecure capacity
as follows: the per-flow capacity is said to beΘ( f (n)) if there exist constantsc1,c2 such that:

1) lim
n→∞

Pr[ each flow can securely communicate data with throughputc1 f (n)] = 1

2) lim
n→∞

Pr[ each flow can securely communicate data with throughputc2 f (n)] < 1

V. SECURECAPACITY WITH RANDOM KEY PRE-DISTRIBUTION

Random key pre-distribution for sensor networks was first proposed in [7]. In this model, sensor nodes are pre-loaded with
a random subset of cryptographic keys, and then deployed. Thereafter, two neighboring nodes can commmunicate securely
only if they share at least one common key. Thus, if an adversary gains control of a single node (or a few nodes), it only gains
access to a subset of the keys, and cannot eavesdrop on all ongoing communication in the network.

Some results analyzing network connectivity when each nodeis assigned a random subset of keys have been presented in
[7]. However, instead of a precise formulation for random geometric graphs, these rely on using results for random graphs,
and assume the communication probability for each node-pair to be independent (it actually exhibits correlation, e.g., suppose
A and B have the same set of keys; if C shares a key with A, it is guaranteed to share a key with B). Moreover, the issue of
multi-hop routing in such scenarios has not been formally analyzed.

Some recent work by us [8], [9] has studied the capacity of multi-channel wireless networks where radios are subject to
switching constraints. In these scenarios, there arec channels of equal bandwidth available. Each individual (half-duplex)
radio-interface is pre-assigned a subset off channels out ofc. Thereafter it can only switch on thesef channels. The a priori
assignment off channels could occur in many different ways, and some constraint models were proposed to capture some
such scenarios. One of the considered constraint models wastermed random(c, f ) assignment. In this model, each radio is
pre-assignedf channels uniformly at random out ofc available channels.

These multi-channel results can be interpreted in this context by viewing the ability to switch on a channel as being equivalent
to having a certain key. Each node is pre-loaded with a subsetof f keys out ofc. Thus the random(c, f ) model of [8], [9]
maps to pre-distribution of uniformly randomf -subsets of keys. Connectivity conditions and properties are the same for the

case of both channels and keys. In [8], the critical connectivity range was shown to beΘ(
√

logn
prndn) for random(c, f ) assignment

andc = O(logn), and the same continues to hold for this case.
As was first shown in [2], a transmission range ofr(n) imposes a capacity upper bound ofO( W

nr(n) ) by limiting the maximum

number of concurrent transmissions possible. Thus we obtain that the capacity with random key pre-distribution isO(W
√

prnd
nlogn).



S

D

D′

Fig. 1. Routing along a straight line
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Fig. 2. Illustration of detour routing

Moreover, a route that is valid for multi-hop communicationwith random(c, f ) assignment, is valid in the corresponding
key-based scenario. But the capacity outlook is different in that there is only one channel spanning all the available bandwidth.
However, it is easy to obtain a feasible schedule for the key scenario from a schedule for the channel scenario as follows:

Given a network instance, construct a feasible random(c, f ) schedule as described in [9]. As per the description in [9], this
schedule is two-level, i.e., each round is divided into a constant number of cell-slots, and each cell gets one slot per round for
its transmissions. Each cell-slot is further divided into sub-slots in which individual packet transmissions get scheduled.

The key schedule retains the assignment of cells to slots. However, the scheduling within a cell-slot is obtained via a
serializationof the scheduling in the corresponding cell-slot of the random (c, f ) schedule, as follows: divide each sub-slot
further into c equal sub-sub-slots. In the random(c, f ) schedule, each sub-slot could have at mostc concurrent transmissions
going on at rateW

c each. Now each such transmission is exclusively assigned one sub-sub-slot, and occurs at rateW (since
there is one channel that supports data-rateW).

It is easily seen that this is a feasible schedule for the key pre-distribution scenario. Thus, one can deduce that capacity
with keys isΩ(W

√

prnd
nlogn). An upper bound was established using the necessary conditions for connectivity. Then, from the

multi-channel results presented in [8], [9], it can be deduced that the capacity with a random(c, f ) key pre-distribution, with
c = O(logn) is Θ(W

√

prnd
nlogn). When f = Ω(

√
c), prnd = 1 and one achieves order-optimal capacity.

Of particular interest is the construction used in [9] to achieve this capacity, which provides insights into routing insuch
networks. While [10] discusses the notion of replacing a direct neighbor link with multiple hops, they do not consider global
routing. In the routing construction for random(c, f ) assignment, each route must traverse a certain minimum number of
intermediate hops. The need for this can be intuitively explained as follows: it is possible that a sourceS and its destinationD
may not switch on any common channel. Thus one needs to find a sequence of nodesS,R1,R2, ...,Rl such that each consecutive
pair of nodes(S,R1),(R1,R2), ...,(Rl ,D) has one common channel; thusS can send packets on one of itsf channels, and the
destination will be able to receive them on one of itsf channels. If the straight-line route from source to destination (Fig.
1) provides the required minimum number of hops, then the straight-line route is taken. However ifS and D are very close
to each other, the straight-line route may be too short, and the route is artificially made longer by taking adetour (Fig. 2).
Routing with keys would also require similar detour strategies to ensure and end-to-end secure path from source to destination.

VI. CONCLUSION

We have established secure capacity results for wireless networks with random key pre-distribution, based on past work
by us on multi-channel wireless networks with channel-switching constraints. These results also shed light on the routing
implications and issues in such scenarios.
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