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Abstract TCP makes the implicit assumption that all packet losses
are due to congestion. This assumption is not accurate when
TCP is a popular transport protocol used in present-day a TCP connection traverses a wireless link.
internet. When packet losses occur, TCP assumes that the Due to increasing acceptance of wireless networking
packet losses are due to congestion, and responds by reductechnology, there is considerable interest in using TCIP ove
ing its congestion window When a TCP connection tra- Wireless links (e.g, [2, 8]). Previous work has shown that,
verses a wireless link, a significant fraction of packetésss unless the TCP protocol is modified, it performs poorly on
may occur due to transmission errors. TCP responds to paths that include a wireless link subject to transmissien e
such losses also by reducing congestion window. This re-rors. The reason for this is that a TCP sender activates con-
sults in unnecessary degradation in TCP performance.  gestion control mechanisms [9] even if a packet loss is due
We define a class of functions namleds predictors ~ tO wireless transmission errors.
which may be used by a TCP sender to guess the actual Past proposals for improving performance of TCP over
cause of a packet loss (congestion or transmission error) Wireless require some cooperation from an intermediate
and take appropriate actions. These loss predictors useNde on the path from the sender to the receiver [2]. For
simple statistics on round-trip times and/or throughpot, t Several practical reasons [11], our interest is in mechagis
determine the cause of a packet loss. We investigate theithat impose minimal demands (if any) on any host other
ability to determine the cause of a packet loss. Unfortu- than the sender or the receiver. Ideally, it would help if the

nately, our simulation measurements suggest that the thregs€nder could differentiate between packet losses due to con
loss predictors do not perform too well. gestion from the packet losses due to wireless transmission

errors. Once a sender knows that the packet loss is due to
congestion or due to transmission error, it can respond ap-
. propriately. One possible approach to distinguish between
1. Introduction the two types of packet losses is as follows:

e Use a “loss predictor” that can guess whether a packet
transmitted in the near future will be lost due to con-
gestion or transmission error.

TCP is a popular protocol for reliable data delivery in
the internet. TCP is robust in that it can adapt to disparate
network conditions [12, 9]. When a packet loss occurs,
TCP sender assumes that congestion has occurred in the o \vhen a packet is lost: If thiess predictor predicted
network, and drastically reduces ésngestion windowRe- that the packet will be lost due to congestion, conclude
ducing congestion window temporarily reduces the number that the packet loss is indeed due to congestion. Other-

of packets sent by the sender, and reduces the throughput.  yjise conclude that it was due to transmission errors.
The congestion window can grow again gradually, until an-

other packet loss occurs. The obvious question now is how to desigloss predictor
that can predict the cause of a future loss. In this paper, we
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(MOROCCO). to determine when it is appropl’late to increase or decrease



TCP congestion window [10, 7, 13]. In the basic TCP, con-  The congestion avoidance techniques considered here
gestion window is decreased only when TCP sender deter-are motivated by the following expectation of network be-
mines that a packet has been lost. Otherwise, the congestiohavior [10]. As illustrated in Figure 1, when network load
window gradually increases whenever receipt of new datais small, increasing the load should result in a comparable
is acknowledged by the receiver. The congestion avoidancencrease in network throughput with only a small increase
techniques [10, 7, 13] monitor the level of congestion in in round-trip times (RTT). At some point, when the load
the network, and recommend when the congestion windowis large enough, increasing the load further should result
should be increased or decreased. in a smaller increase in throughput, and a larger increase
The CATs in [10, 7, 13] use simple statistics on observed in round-trip times (this occurs at the “knee” of the load-
round-trip times (RTT) and/or observed throughput of a throughput curve). If the load is increased further, at some
TCP connection. An objective of this paper is to investigate point, the network throughput should drop sharply, while
the ability ofloss predictorsbased on these CATs, to de- round-trip times should become extremely large.
termine the cause offacket lossThe paper also evaluates
how the loss predictors react to changes in several network Throughput
parameters, such as link bandwidth and packet loss rates.
Rest of this paper is organized as follows. Section 2 de-
scribes the three congestion avoidance techniques (CATS)
used in this paper. Section 3 describes how loss predictors
are derived from the CATs. Performance parameters of in-
terest are defined in Section 4. Simulation model and sim-
ulation results are discussed in Section 5. Conclusions are
presented in Section 6.

Load =~

2. Congestion Avoidance Techniques Round Trip

Time

. . . . cliff
To describe the congestion avoidance techniques, we

first need to introduce some terminology.
2.1. Terminology and Notations
e Sender’'s Congestion Windo : The congestion win-

dow determines the maximum amount of unacknowl-
edged data sent by the TCP sender.

Load =

e i-th monitored packet?;: At any time, one packet
sent by the sender is monitored. For thth moni- Figure 1. Throughput and RTT versus network
tored packetP;, we define three parameters below, to load [10]
be used in implementing the CATSs.

e Window sizeW; for thei-th monitored packetW; is The three CATSs considered in this paper are summarized
the amount of data transmitted (including the moni- pelow. The CATs are implicitly based on the notion that
tored packet) during the interval from the time when there will be someesponsefrom the network to a conges-
the monitored packet is transmitted, until when an ac- tion window size change for a TCP connection.
knowledgement for the monitored packet is received.

e Round-trip time RTT; for i-th monitored packet : ~ 2.2. Congestion Avoidance Technique 1:
Round-trip time RT'T; for the i-th monitored packet

P; is the duration from the time wheR; is transmit- TCP-Vegas [7] requires a TCP sender to keep track of the
ted, until the time when an acknowledgement fiis BaseRTT, defined as the minimum of aRT'T's measured
received by the sender. during the TCP connection. When acknowledgement for

thei-th monitored packet is received, the sender calculates

e ThroughputT; for thei-th monitored packet : For the theexpectedthroughput as,

i-th monitored packeP;, the window size i9¥;, and
round-trip time iSRT'T;. In this case, throughpdt, is :

defined a = W; /RTT;. Expected Throughput BaseRTT



The actual throughpuf; (as defined earlier), is calculated
as quzi- Then the differenceD is calculated asp =

expected throughput actual throughput= BMVZW —
zri - Reference [7] expresses this differenein terms
of extra packetsin the network, by multiplyingD by

BaseRTT. We definefy . gq, as,

fvegas 1S cOompared to two thresholds and 3, where
a < B If fregas < a (1€SP. fregas > B), then this

BaseRTT

fVegas = BaseRTT x D = I/Vz <1 — RTCE

3. LossPredictors

In this section, we describe how loss predictors are ob-
tained using the CATs described above. In general, when-
ever a CAT suggests that congestion window be decreased,
the corresponding loss predictor would predict that next
packet loss will be due to congestion. The motivation be-
hind our definition of the loss predictors is as follows. A
good congestion avoidance technique should suggest that
congestion window be increased only if congestion is not
very likely to occur in the near future. Thus, if a loss occurs
when the congestion avoidance technique is recommending

congestion avoidance technique suggests that the windowncreasing window size, it may be reasonable to assume that

size be increasedgsp.decreased).
2.3. Congestion Avoidance Technique 2:

Wang and Crowcroft [13] proposed a congestion avoid-
ance technique based on tHermalized Throughput Gradi-
ent(fyrq)- To calculatefyra, we need to definthrough-
put gradientT'G; for thei-th monitored packep;:

T -1
TG = W, -W;_1
This congestion avoidance technique evaluatesithmal-
ized throughput gradienfyr¢ as TG;/TG1, when ac-
knowledgement for packe®; is received.T'G; is defined
as follows : TGy = (Ty — Tp) /(W1 — W) = 1/RTTY, as
W, =1 paCket,Wo =0,7=0 andT1 = Wl/RTTl

1/RTT;. Therefore fyrg = 1/71;—2’*,7,1 Substituting above

expression fofl'G; and simplifying, we get
If fnre < 1/2, then this congestion avoidance techniqu

RTT,
W, - W,

Wi Wi_1
RTT; RTT; 4

fNTG =

(

e

suggests that the congestion window size be decreased, els

it suggests that the window size be increased.

2.4. Congestion Avoidance Technique 3:

the loss is due to transmission errors (and vice versa).

Loss predictor Vegas Loss predictor Vegas is obtained
using congestion avoidance technique 1 described in sec-
tion 2.2. Whenever acknowledgement for a monitored
packet is received, the loss predictor calculates the quan-
tity namedfy .44, as defined in Section 2.2. firegas > 1
(resp. fvegas < 1), then the cause of the next loss will be
assumed to be congestiargp.transmission errors).

Loss predictor NT'G: Loss predictotNT'G is obtained
using congestion avoidance technique 2 described in Sec-
tion 2.3. Whenever acknowledgement for a monitored
packet is received, the loss predictor calculates the gyant
namedfyr¢q, as defined in Section 2.3. fivre < 1/2
(resp. fyre > 1/2), then the cause of next packet loss will
be assumed to be congestioagp.transmission errors).

Loss predictor NDG: Loss predictotV DG is obtained
using the congestion avoidance technique 3 described in
Section 2.4. Whenever acknowledgement for a monitored
packet is received, the loss predictor calculates the quan-
tity namedfypq, as defined in Section 2.4. fiypg > 0

resp. fnpe < 0), then the cause of next packet loss will
be assumed to be congestioasp.transmission errors).

4. Performance Metrics

Jain proposed a congestion avoidance technique based

on Normalized Delay Gradienfl0]. Our implementation
of this heuristic evaluatefy p g as follows, when acknowl-
edgement for thé-th monitored packet is received:

(RTT; — RTT;—1) (Wi + Wi_1)
(RTT: + RTTi_1) (Wi — Wii1)

fNDG =

If fypa > 0, this congestion avoidance technique suggests

that congestion window size should be decreased, otherwise

it suggests that the window size be increased.

To characterize the ability to distinguish congestion
losses from wireless transmission error losses, we define
four metrics for each loss predictor.

e Frequency of Congestion Loss PredictioAR({P):
FCP is obtained by dividing the number of times the
loss predictor predicts that the next loss will be due to
congestion, by the total number of times the predictor
(i.e., valuefyegqes, fnTa OF fnpe) is evaluated dur-
ing the TCP connection.



e Frequency of Wireless Loss Predictiorf W P): In different simulationspw takes the values 100 Kbits/s,
FW P is obtained by dividing the number of times the 500 Kbits/s, 1000 Kbits/s, 1500 Kbits/s and 2 Mbits/s, and
loss predictor predicts that the next loss will be due ¢ takes values 3 ms, 5 ms, 8 ms, 13 ms, 18 ms, 23 ms, 38

to wireless transmission error, by the total number of
times the predictor (i.e., valu& cgas, fyTe OF fypa)

is evaluated during the TCP connection. It follows that
FWP=1-FCP.

Accuracy of Congestion Loss Predictidn: A. is the

ms, 50 ms, and 75 ms.

RouterR; has an output queue (towarfts) whose size
is limited to ¢s packets. ¢s takes the values 5, 10, or 15
in our simulations. All other queues at the two routers are
unbounded (infinite). Obviously, the potential bottleneck
here is the linkR; — R,.

fraction of packet losses due to congestion that are cor-

rectly diagnosed. A congestion loss is correctly diag-
nosed if the latest prediction before this loss wasia
gestion loss

e Accuracy of Wireless Loss Predictioh,: A, is the

fraction of packet losses due to wireless transmission

error losses that are correctly diagnosed.

Now, consider a “random coin tossing” loss predictor that
uses probabilistic coin tossing to determine whether te pre

dict congestion loss or wireless loss. Suppose that it pre-

dicts that next packet loss will m®ngestion lossvith prob-
ability p. Clearly, in this caseFFCP = pand FWP =

1 — p. Also, as the prediction made by the predictor is in-
dependent of network conditions, in this cade,= p and

A, = 1—p. Thus, a simple coin tossing scheme can yield
A, = FCP =pandA, = FWP =1 - pfor any desired
value ofp. Choosing highp will result in high A., but low
A, , and vice versa.

5. Simulations
5.1. Simulation Model and M ethodology

We use the network simulatois-2 (version 2.1b1) [1]
from Berkeley. The system model used for simulations is
illustrated in Figure 2. We have a TCP connection from a
sourceC S to a sinkC K. We use theReno agent frorms-2
for this connection. This connection shares the ik«

R, with a cross traffic issued by @raf fic/Exzpoo [1]
agent fromRS to sink RK. The Traf fic/ Ezpoo agent
from ns-2[1] is a constant-bit rate (CBR) source with idle
time and busy time exponentially distributed with mean 0.1
s. UDP is the transport protocol used for this source.

All the links in Figure 2 are labeled with @andwidth,
propagation delaypair. Note that propagation delay does
not include transmission time or queueing delays. The
links R, +— CK andR; +— RK are assumed to have a
negligible propagation delay. In our simulations, thisgro
agation delay is assumed to be 0. The IRjk— CK isa
wireless link with transmission loss ratg (i.e, fractionr,,
packets are lost due to transmission errors). All otherslink
are error-free. We simulate the network with different val-
ues for bandwidtlbw and delays (please refer Figure 2).

CS : TCP Source

\RS : Random Sourde

CK : TCP sink

bw, 0 m
Route mms
R ireless link
2
bvms\

RK : Sink for RS

Figure 2. ns network topology
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Let T, denote the round-trip propagation delay for the
TCP connection (i.e., from CS to CK and back to CS). Then,
with the values of used in our simulationg, varies in the
range 12 ms to 300 ms.

We denote the congestion loss rate for the TCP connec-
tion asr.. r. is measured as a fraction (or percentage) of
packets lost due to congestion. In our simulations, for each
set of parametersl}, bw, ¢s), the rate of the constant-bit
rate source RSI{raf fic/ Fxzpoo agent) is adjusted to pro-
duce a desired value @f. Then, we make 10 additional
TCP transfers, which last between 200 and 4000 seconds
depending odw, and collect statistics. Each transfer starts
after a random warm-up period larger that 100 seconds.

For the measurements, we monitor one packet per win-
dow : we log its round trip timeRT'T;) and the number of
packets ;) sent between its transmission and its acknowl-
edgement. The congestion window size is limited to 32
packets. From the logged information, we compute the val-
Uesfvegas, fnTa, andfnpe, as defined in section 2. Note
that the three values are computed from the same set of data.
Using these values, the performance metrie€' P, FW P,

A, and A,,) for the loss predictors can be determined. For
the ten transfers, the standard deviation on the perforenanc
metrics for each loss predictor is less than 0.05.

For each loss predictor, we perform 4 sets of experi-
ments. In each set, one of the four parameters, narfigly,
(ord), bw, gs andr,, is varied, while the other three param-
eters are held constant. Thus, each set of experiments helps
us to determine the variationsiC P, A., FW P, andA,,
as a function of each of the four parameters. The following
values for the parameters are used:

e Extensive simulations were done with = 1%, 3%



and 5%. The results are similar for these values, there-Variationsin Frequency of Congestion L oss Prediction:

fore, we only present the results fay = 1%.

e Congestion loss rate () from 1% to 10% (congestion
loss rate specifies the fraction of packets lost by the
TCP connection at route®;)

When r. is held constant for some plots presented
in this paper, we hold it constant at 3%, because the
trends observed are representative of what we observed
for otherr, values.

o Round-trip propagation timé&, in the range 10 ms to
300 ms. Note thaf, does not include the queueing
and transmission delays.

WhenT, is held constant for some plots, we hold it
constant at 32 ms because it represents a typical value
of round trip propagation time on WANSs.

o Bandwidthbw from 100 Kbits/s to 2 Mbits/s.

Whenbw is held constant for some plots presented in
this paper, we hold it at 1.5 Mbits/s (T1 bandwidth).

e Queue size limiys at routerR; from 5 to 15 packets
(packet size is 1000 bytes).

Whengs is held constant for some plots in this paper,
we hold it atgs = 5 because the trends are similar for
the other values ofs.

5.2. Smulation Results

Objective of our simulation experiments was two-fold:
(a) determine the magnitudes of frequenci#®C(® and
FW P) and accuracies4. andA4,,) achieved using the loss
predictors, and (b) determine the variations in these ogetri
as a function of network parameters (suchbasandr.).
The simulation results are summarized below. We present
graphs showing only some of our simulation results. How-
ever, the conclusions reported here are drawn from a larger
set of simulations [4].

5.3. Loss Predictor Vegas

In this section, we summarize our observations for the
loss predictor Vegas, and attempt to provide intuitive (or
mathematical) explanations. First we discuss variation
trends forF C P, and then the trends fot, and A4, .

Recall that iffv.g4q.s > 1, then the Vegas predictor pre-
dicts congestion losses. The probability thfa, 4., will
be greater than 1 decreasesfif.,,, decreases. Thus, if
fregas decreasesFCP for the predictor will decrease.
This relationship will be used in our explanations below.

e FCP for Vegas predictor decreases wheé&p is in-
creased, while holdinbw, ¢s, r. andr,, constant. Re-
fer Figure 3 for an illustration. In Figure 3, the hori-
zontal axis corresponds & — the values listed in the
parenthesis along the horizontal axis are held constant
for all simulations reported in this figure.

This observation is supported by a simple mathemat-
ical analysis. Note thaRT'T; can be expressed as
RTT; = T, + t;, wheret; is a random variable de-
pending on the transmission time, the queueing delay
and the processing time for the monitored packet. Sim-
ilarly, BaseRTT can be expressed d&ase RTT =

Tp + tBase Wheretp,,. is a random variable simi-
lar to ¢; with tggse < t; (BaseRTT is the smallest
round trip time experienced by the connection.) Then,

— : Tpt+tpase §(Vegas) __
fVega,s —_— m (1 - ﬁ). ThUS,T —

.y . 8(Fvegas) :
w, (W) Sincet; > tpase, (";’#j) is usu-
ally negative. This means that the value faf.gq,
decreases whefi, is increased. Therefore, g% in-

creasesF'C P for Vegas predictor should decrease.

T T T T T
FCP(Vegas) — |
Ac(Vegas) -o--
FWP(Vegas) -+--
TTTAW(Vegas) g

BT

0.6 | B
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Tp(ms) (rc=3% rw=1% bw=1500 Kbits/s qs=5 pkts)

300

Figure 3. FCP, A, and A4, versus T,

e FCP decreases wheny is increased, keepirfy,, gs,
r., andr,, constant, as illustrated in Figure 4.

Similar to the above derivation, we provide a math-
ematical explanation for this observation. Let us ex-
pressRTT; asRTT; = BaseRTT + dg; wheredg; is
the extra queueing delay for ti¢h monitored packet,
as compared t®Base RT'T (assuming that the round
trip time variation is due only to the queueing delays).
ThUS, fregas = W; x (1 — %).
Since‘;(fd‘fijji“) = <(ng;e%‘§f§f§$)2> > 0, the value
fregas INCreases with increasing queueing deday.
From queueing theory, it follows that, queueing de-
lay variations decrease when the service rate increases,
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Figure 4. FCP, A. and A, versus bw

i.e., in this case, whebw increases. Therefore, when
bandwidthbw is increased, queueing delaly will

decrease, and consequenfly.q., will decrease (as

M > 0). Finally, whenfy.4., decreases, the

FC’P for the Vegas predictor also decreases.

FCP increases wheas is increased, keepingwv, T,
r. andr,, constant, as illustrated in Figure 5.

As ¢s increases, with the congestion loss raténeld
constant
crease. We showed above that the vafug,,, in-

creases with larger queueing delays variations. There-

fore, fveqqas inCreases with increasing. Thus,FCP
will increase with increasings.

T
FCP(Vegas) — |
Ac(Vegas) -o-—
FWP(Vegas) -+:-_4
___Aw(Vegas) &
0.8

0 1

10 15
gs(pkts) (bw=1500 Kbits/s Tp=32 ms rc=3% rw=1%)

Figure 5. FCP, A, and A, versus gs

e FCP decreases when is increased, keepingo, T,
qs, andr,, constant, as illustrated in Figure 6.

It is somewhat counter-intuitive thdfC P decreases
with increasing congestion loss rate. Note that,

Myepar — 1 BuseRIT SinceBaseRTT < RTT;,

, the average queueing delay variations in-

T T T T T T T T
FCP(Vegas) — |
Ac(Vegas) -o--
FWP(Vegas) -+--
Aw(Vegas) &
08
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rc(%) (bw=1500 Kbits/s Tp=32 ms qgs=5 pkts)

Figure 6. FCP, A, and A, versus r,

then, ”‘;’% is typically positive. Thus, ifi¥; de-
creases, therfy.q4q., Will also decrease. Now, note
that, asr. increases, the average congestion window
size, and thu$§¥;, decreases. Therefore, with increas-
iNg 7e, fregas Will decrease, consequently, ti#C P

for the Vlegas predictor will also decrease.

Accuracy of Congestion Loss Prediction A.: Accuracy

of congestion loss predictiaf, for Vegas usually follows
FCP’s trends. Typically,A, is higher thanFCP. The
difference betweer, and F C P is significant with certain
parameter values (for instance, snigjl (< 32 ms), low
congestion loss rate (1-2%) and small queue sjze<{ 5
packets). Thus, for congestion loss prediction, the Vegas
predictor is capable of performing better than a random coin
tossing predictor under certain circumstances (as disduss
in Section 3, for the random predictBiC P = A.).

The absolute value of. varies a lot depending on the
network parameters. Accuragy, in the range of 0.5t0 0.8
was observed in a large number of cases. As noted in the
previous section, Vegas predictor (and, also the other loss
predictors) determine their predictions based on the net-
work’s responsdao congestion window size change for the
TCP connection. Typically, a single TCP connection con-
stitutes a small fraction of the total network traffic. Thus,
the observed network response also depends on other traf-
fic, and not just on window size changes for a single TCP
connection. Therefore, accuracy of congestion loss predic
tion tends to be poorer than one may expect. (This same
reason causes other predictors to perform below expecta-
tion as well.)

Whenever sender mistakes a congestion loss as a trans-
mission error loss, it would not take congestion control ac-
tions. Therefore, lowd,. may be detrimental to overall net-
work performance. Thus, design of loss predictors that can
consistently yield highd.. is of interest.



Accuracy of Wirdess Loss Prediction A,: Wireless
transmission losses occur independently of the network
conditions. Therefore, it is not reasonable to expect RTT
and throughput estimates to yield any indication of an im-
pending transmission loss. However, such estimates may
provide an indication of an impending congestion loss.
Therefore, in our loss predictors, a lack of an indication of
congestion loss is used as an “indication” of a wireless loss
Therefore,A,, (and FW P) follow trends that are opposite

of A. andFCP (thatis, whend. increases4,, decreases).

The Vegas predictor does not perform very well at di-
agnosing wireless losses, when compared to a random coin
tossing predictor. In generalf,, < FW P for the Vegas
predictor, wheread,, = FW P for a random predictor.

It is important to emphasize that a good loss predictor
needs to be able to diagnose both types of packet losses rea-
sonably well. ldeally, we would like to have high. and
A, both. However, if a compromise is to be made, a high
A, and moderated,, may be acceptable. Low or moder-
ate A,, may often result in erroneously identifying wireless
losses as congestion losses. This would affect performance
of the TCP connection using this loss predictor, but it can-
not adversely affect performance of other network traffic
(unlike alowA,).

5.4. LossPredictor NTG

This section presents the observations from simulation
results obtained for the NTG predictor. Recall that, if
fnre < %, then the NTG predictor predicts congestion.
Therefore, a¥yre increasesF C P decreases. This rela-
tionship will be used in the explanations below.

T T T T T

1r FCP(NTG) — ]
AC(NTG) -e--
FWP(NTG) -+--
AW(NTG) =
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Figure 7. FCP, A, and A,, versus T,

Variationsin Frequency of Congestion L oss Prediction:

e FCP decreases wheffi, is increased, while holding
bw, ¢s, r., andr,, constant. Refer Figure 7.

1r FCP(NTG) — ]
Ac(NTG) -o--

FWP(NTG) -+--
AW(NTG) =

0.8 | g
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bw (re=3% rw=1% Tp=32ms qgs=5 pkts)

Figure 8. FCP, A. and A, versus bw

To support this observation, we show tlfatr ¢ is in-
creasing with increasin@,. We can writeRTT;_; =

T, + di—1 andRTT; = T, +d; whered;_, andd; are
positive random variables depending on the transmis-
sion time, the queueing delays and the processing time
for i-th and: + 1-th monitored packets. We can then
rewrite fyrg as:

Tp—l—dl W; Wi_1
Wi —Wi_1 \Tp+d; Tp+dis

fNTG =

Now note that, since we are using TCP-Reno in our
simulations, most of the time the TCP connection is
in congestion avoidance phase. Therefore, very of-
ten,W; — W,_; = 1 packet. Assuming this, it can
be shown that, i#;_; > d; then fyrg > %, pro-

. Tp4+ds Typ4da 1 s
vided ma:c(T’;_I_di, Tpidi_l) > 5. The condition

maaz(g’z’):‘;z, Tff(;il) > 1 means that the round-trip
time for any monitored packet is less than twice the
round trip time for the first packet. This is in general
true, unless the propagation time is very small and the
gueueing delay variations very large. In conclusion, if
di—1 > d; then NTG predictor will typically not pre-
dict congestion.

As noted before, typicall§¥; — W;_; > 0. It can be

shown that, ifd;_; < d;, 5’;"’% > 0 provided that
P

(Tp + d1)? > (di—1 — d1).(d; — dy). This last condi-
tion means that the variations in the delays should not
exceed the absolute value of the first round trip time,
which is in general true. Thereforgyre typically
increases with increasing propagation tije There-
fore, F'C' P decreases whefj, increases.

FCP decreases whéenw is increased, keepirf,, gs,
r., andr,, constant, as illustrated in Figure 8.

Similar to the above derivation, we provide a mathe-
matical explanation for this observation. We can ex-



pressRTT; as RTT; = RTT;_; + d, whered, is
the difference in the queueing delay between the two
monitored packet$; and P;_,. Note thatd, can be
positive or negative. It can be shown tkfé;g—‘? =

_ (Wi—Wfq:fl(ngﬁdq)z . As, for TCP-Reno, typically

W, > W;_1, we have”;’% < 0. Thus, fy7g de-
creases with increasingy. Therefore FC P increases
whend, increases, and vice-versa. Naty, decreases
when the bandwidtlw increases (because queueing

delay magnitudes and variations decrease when ser-

vice rate increases). HencB( P decreases whenw
increases.

FCP increases wheags is increased, keepingy, T,
andr. constant, as illustrated in Figure 9.

For a constant loss rate, @sincreases, the amount of

random source’s traffic in the queue ahead of a TCP

packet can increase. Therefore, queueing delay varia-

tion for TCP packets is larger. We showed above that
fnTc decreases with increasing queueing delay varia-
tions. Thus,F'C P increases with increasing.
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Figure 9. FCP, A, and A, versus gs

e FCP does not exhibit any trend whe+q is increased,
keepingbw, T, 7w, andgs constant, as illustrated in
Figure 10.

As for the Vegas predictor, the trend o"C P for
NTG predictor when congestion loss ratg is var-

ied is related to the average congestion window size.
However, unlike Vegas predictor, in this case, the sign
of 5’;"’% depends on the sign ®7T7T; — RTT;_;.
Now, ﬁTTi and RT'T;_, correspond to window size
W; and W;_1, where typicallyW; > W,_;. When
bandwidthbw is not small, the RTT is essentially in-
dependent of the window size. Therefore, the sign of
RTT; — RTT;_, does not depend of the window size.
This, in turn, implies that théyr¢ is independent of
W, and loss rate., whenbdw is high.

T T T T T T T T
FCP(NTG) — 1]

Ac(NTG) -o--
FWP(NTG) -+--

AWNTG) &
0.8
L,

0.6

0.2

0 1 1 1 1 1 1 1 1

3 4 5 6 7 8 10
rc(%) (bw=1500 Kbits/s Tp=32 ms qgs=5 pkts)

Figure 10. FCP, A, and A,, versus r.

Accuracy of Congestion Loss Prediction A.  Accuracy

of congestion loss predictioA. follows closely FCP in
most cases. In general, fofT'G, A. tends to be smaller
and closer ta#'C P, as compared to the case of Vlegas pre-
dictor. Thus,NT'G behaves more like a random coin toss-
ing predictor — this implies thaNT'G is unable to cap-
ture the indications of an impending congestion (if it exjist
from the RTT or throughput statistics. Based on our simu-
lations, it appears tha¥ T'G is a poor loss predictor.

Accuracy of Wirdess Loss Prediction A,: A, trends
for NT'G are similar to those for th&®egas predictor, ex-
cept that4,, follows FW P much more closely foNT'G.
This confirms thalVT'G performs similar to a random coin
tossing predictor.

5.5. Loss Predictor NDG

Recall that if fype is positive then the NDG predic-
tor predicts congestion. Also, in our simulations, the agen
TCP-Renouses the Jacobson congestion avoidance algo-
rithms. Thus, ofteri¥;_; < W, and the sign offypg
depends only on the sign ORT'T; — RTT;_1).

Variationsin Frequency of Congestion L oss Prediction:
The simulation results indicate th&tC P, A., FW P and

A, forthe NDG predictor do not show any trends (increas-
ing or decreasing) as a function of the four paramefgrs
bw, gs andr.. Now we attempt to provide intuitive expla-
nation for this.

o Variation of FC P whenT,, is increased, while holding
bw, ¢s, r. andr,, constant. Refer Figure 11.

We can writeRT'T; as RTT; = T, + t; wheret; is
a random variable. Therefore, the sign(&TT; —
RTT;_,) is the sign ofz; —t;_1), independent of},.
Thus,FC P does not depend dfj,.
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Figure 11. FCP, A, and A, versus T,
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Figure 12. FCP, A, and A, versus bw
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Figure 13. FCP, A, and A,, versus gs
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Figure 14. FCP, A, and A,, versus r.

e Variation of FC P whenbw is increased, while holding
Ty, gs, . andr, constant. Refer Figure 12.

When bandwidthw is small, a larger window size typ-
ically results in a greater round-trip time. However, at
higher bandwidths the round-trip time tends to be inde-
pendent of the window size. Therefore, with low band-
width bw, it is more likely that an increase in conges-
tion window size induces a larger round trip time. In
this casefype > 0. In short, wherbw is low, NDG
will predict congestion lossnore often. Therefore, at
low bandwidths FC P decreases whebw increases.
On the other hand, whénw is reasonably high#'C P
becomes independent &dy. In Figure 12,FC P de-
creases slightly initially, but is essentially constant fo
largerbw.

e Variation of FC P whengs is increased, while holding
Ty, bw, r., andr,, constant. Refer Figure 13.

Queue sizegs has an impact on the magnitude of
gueueing delays. Sincgype depends on the sign of
difference between queueing delays for different pack-
ets, but not on the magnitude of the differenfgpq

is independent ofs.

e Variation of FC P whenr, is increased, while holding
Ty, bw, ry, andgs constant. Refer Figure 14.

The congestion loss rate affects size of the TCP con-
gestion window. Althougtfypa depends on the dif-
ferenceW; — W, _, it does not depend on tladsolute
values of the congestion window size. SBCP is
independent of the loss rate.

Accuracies A, and A,: A, curves usually track'C P
curves, and4,, curves closely follows'W P curves. A,
andFC P values forN DG is typically smaller than the Ve-
gas loss predictor.



6. Discussion and Conclusion RTT and throughput statistics hold some information that
correlates to the cause of packet losses. However, it is not
yet clear if there is sufficient correlation to develop loss-p
dictors that can yield highh. and 4., both. Future work on
this topic would investigate design of better loss predgto
The loss predictors presented in this paper are sended-base
d in that the TCP sender attempts to distinguish between the
type of packet losses. At present, we are studying a reeeiver
based technique [5]. This technique, implemented at the re-
ceiver, uses statistics on the inter-arrival times of thekpa
ets. Preliminary results show that this technique may be
useful if the last link on the TCP path is wireless, and is the
bottleneck.

Simulation results indicate that, the loss predictors can-
not always perform better than a random coin predictor.
Under some network conditions, Vegas is able to perform
better than a random predictor, whdg is considered. In
general, our results suggest that Vlegas is a better losgpre
tor thanN DG and NT'G. However, all three predictors do
perform like a random predictor under some circumstances.
It is useful to provide an intuitive explanation of this résu
A predictor will accurately diagnose congestion lossey onl
if the following qualitativeconditions are fulfilled: (a) Con-
gestion losses are preceded by a “long” queue build-up at
some router, (b) A queue build-up typically results in con-
gestion losses, and (c) The loss predictor correctly sensedReferences
“serious” queue build-up. Condition (a) means that the in-
terval of time between the instant when a router queue starts [1] VINT project U.C. berkeley/LBNL, ns2:network simulato
to build up and the instant when the queue overflows must http://www-mash.cs.berkeley.edu/ns/.
be long enough. Otherwise, congestion losses will occur 1 H. Balaknshnan, V. Paqunabhan,_s. Ses.han’ and R. Katz.
before the predictor has a chance to detect congestion. To A comparison of mechanisms for improving TCP perfor-

. o mance over wireless links. IACM SIGCOMM’'96 Aug.
fulfill condition (a), favorable values of network parame- 1996 6 Aug

ters are as follows: round-trip time small, router queue siz [3] S.Biaz and N. Vaidya. Using end-to-end statistics tdikkis

large, and input bandwidth to the bottleneck small. Condi- guish congestion and corruption losses : A negative result.
tion (b) above will tend to be satisfied if queue size is small. Technical Report (draft version), CS Dept., Texas A&M
We can see that conditions (a) and (b) have contradictory University, Aug. 1997.

requirements on the queue size. [4] S. Biaz and N. Vaidya. Sender-based heuristics for dis-

tinguishing congestion losses from wireless transmission
losses. Technical Report TR98-013, CS Dept., Texas A&M
University, June 1998.

S. Biaz and N. H. Vaidya. Discriminating congestion less

As noted earlier, the three predictors are designed based
on the congestion avoidance techniques. These congestion
avoidance techniques are motivated by the expectation that 5]

a variation in the congestion window size will result in a from wireless losses using inter-arrival times at the nearei
“response” from the network which reflects the true state Technical Report 98-014, CS Dept., Texas A&M University,
of the network. Unfortunately, the traffic of one connection June 1998. Revised August 1998.

is, in general, a small fraction of the overall traffic. There  [6] J. Bolot. Characterizing end-to-end packet delay arss lo
fore, the network response is often independent of one TCP  in the internet.Journal of High-Speed Networka(3):289—
connection’s action. This suggests that the three prewicto 298, Sept. 1993.

aA . [7] L. Brakmo and S. O'Malley. TCP-vegas : New tech-
cannot correctly detect queue build-up, and hence cannot di niques for congestion detection and avoidancé@M SIG-

agnose congestion losses accurately. Incidentally, based COMM94, pages 24-35, Oct. 1994

a very different type of experiment, Bolot [6] has observed  [g] R.Caceresand L. Iftode. Improving the performance tf re
that congestion losses appear to be random. We believe that  able transport protocols in mobile computing environments

our experiments [3] support Bolot’s observation, and pro- IEEE JSAC Special issue on Mobile Computing Networks
vide additional insight into packet losses due to congastio 13(5), June 1995.
and wireless errors. [9] V. Jacobson. Congestion avoidance and control AGM

; ; SIGCOMM’88 pages 314-329, Aug. 1988.
We must also note that the three congestion av0|dance[10] R. Jain. A delay-based approach for congestion avaieian

techniques were not designed as “loss predictors”. These L
. . . . in interconnected heterogeneous computer netwoiicvi

congestion avoidance techniques were designed to let the CCR 19:56-71, 1989,
sender operate at the knee of the throughput-delay curve[11] M. Mehta. Improving performance of TCP over wireless
[10]. While it is not a surprise that these predictors are networks. Master's thesis, Texas A&M University, Aug.
unable to perfectly diagnose cause of packet losses, it is 1998.
indeed a surprise that they often behave similar to a ran-[12] J. Postel. Transmission control protocol, Sept. 1988C
dom coin tossing predictor. The three congestion avoidancellg] ;93\-/ 41c A ; olsch

: . : .wang an . Crowcrott. A new congestion control scaem
:jeigthor:g]ues seem inadequate for the design of good loss pre . Slow start and search (tri-s)ACM CCR 21:32-43, Jan.

1991.
Based on the results obtained for Vlegas, it appears that



