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ABSTRACT

Priority and Fair Scheduling in Wireless Local Area Networks. (August 2001)

Anurag Dugar, B.E., Karnataka Regional Engineering College, India

Co–Chairs of Advisory Committee: Dr. Nitin H. Vaidya
Dr. A. L. Narasimha Reddy

In recent years, fair scheduling and quality of service (QoS) in Wireless Local

Area Networks have received significant attention from the networking research com-

munity. This thesis presents a distributed Medium Access Control (MAC) protocol for

priority and fair scheduling in a Wireless Local Area Network. The proposed protocol

supports multiple priorities, as well as a mechanism (using weights) for controlling

the way bandwidth is shared by flows within a given priority level.
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CHAPTER I

INTRODUCTION

Fairness is an important issue when accessing a shared wireless channel. With fair

scheduling, different flows wishing to share the wireless channel can be allocated

bandwidth in proportion of their “weights”. Also, with the increasing use of wireless

local area networks (LANs) , there is a need for supporting multiple priority levels and

Quality of Service (QoS) in the wireless LANs. The scheme proposed in this thesis

tries to address this need by supporting multiple priority levels along with weighted

fair sharing of a wireless channel. The proposed scheme is fully distributed in nature

and is implemented without using a central coordinator to arbitrate medium access.

This thesis is organized as follows. Chapter 2 describes the existing wireless LAN

standards, QoS in Wireless LANs, related work and the motivation behind the pro-

posed scheme. Chapter 3 describes the proposed scheme in detail. Chapter 4 describes

some optimizations in the proposed scheme to improve the performance. Chapter 5

presents the simulation model and performance evaluation. Chapter 6 presents an

alternative considered for the proposed scheme and discusses its merits and demerits

viz a viz the proposed scheme. Lastly, Chapter 7 discusses the conclusions and the

scope for future work.

The journal model is IEEE Transactions on Automatic Control.
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CHAPTER II

BACKGROUND

A. Wireless Local Area Network Standards

Wireless networks have gained widespread acceptance in recent years. Efforts have

been going on to standardize the Physical layer and the Medium Access Control

(MAC) layer for Wireless LANs in order to enable multi-vendor inter-operability and

facilitate the availability of commercial products based on these standards. Currently

there are two existing standards for Wireless Local Area networks (Wireless LANs):

• IEEE 802.11: Defined by the IEEE 802 LAN working group.

• HIPERLAN: Defined by the European Telecommunication Standards Institute

(ETSI)

1. IEEE 802.11 Access Mechanism

There are two access schemes used in IEEE 802.11[11]:

• Distributed Coordination Function (DCF)

• Point Coordination Function (PCF)

DCF uses a contention based access mechanism. In DCF, the medium access is

controlled by using a CSMA/CA scheme called DFWMAC (Distributed Foundation

Wireless MAC). A station, that intends to transmit, first senses the medium. If the

medium is found to be idle for a time period of distributed inter frame spacing (DIFS)

duration, the station proceeds with its transmission. However, if the station senses

the medium as busy, it waits till the end of the ongoing transmission, then waits

for the medium to be idle for DIFS duration, and then randomly selects a backoff
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interval from its contention window. While the medium is idle, this backoff interval

is decremented after each slot time1. If the medium becomes busy while the backoff

interval is non-zero, then the backoff interval is frozen until the medium is found to be

idle again for DIFS duration. Eventually, when the backoff interval reaches zero, this

station can start its own transmission. This access mechanism can be extended by

the RTS/CTS (Ready to send/Clear to send) message exchange in order to guarantee

collision free transmission of the data packets.

PCF, on the other hand, uses a contention free access mechanism. In PCF, the

medium access is controlled by a central coordinator. The central coordinator polls

the stations that are on its polling list and allows them contention free access to the

medium.

2. Hiperlan Access Mechanism

In Hiperlan[5], the channel access mechanism is based on channel sensing and a con-

tention resolution scheme called Elimination Yield - Non-preemptive Priority Multiple

Access (EY-NPMA). A station seeking access to the channel, listens to the channel

for a certain time period (1700 bit-periods). If the channel is found to be idle during

this period, then the station is allowed to start transmission of the data frame. On

the other hand, if the channel is found to be busy during this period, then the station

waits till the end of the ongoing transmission. Synchronization is performed at the

end of the current transmission interval and a channel access cycle is initiated by all

the stations seeking access. The channel access cycle is split into 3 phases: Priority

resolution, Elimination and the Yield phase.

The aim of the Priority resolution phase is to allow only the highest priority

1Slot time is a fixed duration of time defined in the IEEE 802.11 standard.



4

stations, among the contending ones, to proceed to the next phase. In Hiperlan, a

user priority level and a lifetime is assigned to each packet. The actual channel priority

level for a packet is determined by its user priority level and its residual lifetime. The

lower the priority level, the higher is the priority. The Priority resolution phase

consists of a number of slots. In this phase, each station that has a packet with a

channel access priority level m, senses the channel for the first m slots. If the channel

is idle during this interval, then the node transmits a burst in the m+1-th slot and

moves onto the next phase, else it drops out of contention and waits for the next

channel access cycle. In the Elimination phase, every surviving station transmits

a burst of a random length, bounded and defined by a certain discrete probability

distribution. After this the station listens to the channel for an Elimination Survival

verification Period (ESVP). If another station sends a burst of a longer duration, i.e.

the station senses a transmission during ESVP, the station drops out of contention

and waits for the next channel access cycle, else it moves onto the Yield phase. In the

Yield phase, every station listens to the channel for a Yield period of random duration.

If a station hears a transmission while it is listening, it drops out of contention and

waits for the next channel access cycle, else it transmits the data packet immediately

after the Yield period.

B. Priority and Fair Scheduling in Wireless LANs

1. Existing Standards

Fairness and Quality of Service (QoS) in wireless LANs have received significant at-

tention from the networking research community in recent years. Among the existing

standards, IEEE 802.11 can support priority and fair scheduling using the Point Co-

ordination Function (PCF). In PCF, a centralized controller has control over the
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network resources and can allocate them to the users as per the QoS agreements.

But PCF has certain inherent disadvantages because of its centralized nature. In a

centralized approach, if the coordinator fails, then no communication can take place

among the nodes until the failure of the coordinator is detected and a new coordinator

is elected. Also, if a node is not able to communicate with a coordinator, then it would

be isolated from all other nodes in the wireless LAN. Distributed MAC protocols are

better suited for Wireless LANs wherein the nodes maybe battery-powered and more

susceptible to failure. Though the Distributed Coordination Function (DCF) in the

IEEE 802.11 standard can arbitrate access to the channel in a distributed manner,

it does not have any support for priority or fair scheduling. Hiperlan [5], which is a

wireless LAN standard defined by ETSI, uses a distributed scheme to support priority

based scheduling and time bounded services. But it does not support a weighted fair

allocation of the channel bandwidth to the users belonging to a particular priority

level.

2. Related Work

Much research has been performed on fair queuing algorithms for achieving a fair

allocation of bandwidth on a shared link (for e.g. [6, 9, 10, 13, 14, 16]) There has

been some work on achieving fairness using distributed MAC protocols for wireless

networks (for e.g. [7, 18, 21, 22]). One recent related work [1] proposed a protocol

to achieve weighted fairness where the nodes having different weights are allocated

bandwidth in proportion to their weights. However, this protocol can exhibit short-

term unfairness for some nodes when their transmissions collide. There has also

been work on distributed protocols that take priorities into account when performing

medium access control and can support real-time applications [4, 8, 15, 12]. Some

interesting work on distributed scheduling algorithms for QoS support and real-time
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traffic on a wireless LAN has also been performed [3, 5, 17]. But none of these schemes

supports multiple priorities along with weighted fairness.

C. Motivation

Fairness is an important issue when accessing a shared wireless channel. With fair

scheduling, different flows wishing to share the wireless channel can be allocated

bandwidth in proportion of their weights. Also, with the increasing use of wireless

LANs, there is a need for supporting multiple priorities in order to rpovide a variable

quality of service to the users in a wireless LAN. In the past, various schemes for

wireless LANs have been proposed that focus on either fair scheduling or priority

scheduling, but not both. This thesis tries to address both of these issues by presenting

an innovative scheme to support multiple priority levels along with weighted fair

sharing of a wireless channel. The proposed scheme [19, 20] borrows some of the

ideas from Hiperlan [5] and Distributed Fair Scheduling scheme proposed in [1].
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CHAPTER III

PROPOSED SCHEME

The channel access mechanism in the proposed scheme [19, 20] is based on carrier

sensing and a contention resolution scheme. The contention resolution scheme pro-

posed in this paper borrows some of the ideas from HIPERLAN [5] and Distributed

Fair Scheduling (DFS) scheme proposed in a recent related work[1].

A. Basic Idea Behind the Proposed Scheme

The objective of the proposed scheme is to support multiple priorities in a wireless

LAN, as well as to provide a mechanism (using weights) for controlling the way

bandwidth is shared by flows within a given priority level. In order to achieve this

objective, the contention resolution for the shared channel is broken up into a number

of phases. Every node in the wireless LAN is assigned a priority and a weight. Each

backlogged node chooses a backoff interval using a technique which attemps to emulate

Self-Clocked Fair Queuing (SCFQ) [24]. The backoff interval is chosen so that it is

proportional to the finish tag of the backlogged packet. Each backlogged node in

the system then senses the channel. If the channel is found to be idle for a certain

predefined duration, then the backlogged nodes initiate a contention resolution cycle.

During each phase in the contention resolution cycle, a backlogged node senses the

channel for a certain waiting time. If the backlogged node finds the channel to be idle

during this waiting time, then that node transmits a burst (or RTS/DATA in case of

the last phase) to assert itself as the winner of that phase and moves on to the next

phase. All other backlogged nodes who listen to a burst during their waiting time,

drop out of contention and wait for the next contention resolution cycle. During the

first phase in the contention resolution cycle, the backlogged nodes try to resolve the
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priorities in a distributed manner. In this phase, the waiting time for each backlogged

node is chosen to be inversely proportional to its priority - the higher the priority, the

shorter is the waiting time. At the end of this phase, all the nodes having the highest

priority among all the backlogged nodes would move on to the next phase. These

nodes then try to select a node among themselves having a packet with the minimum

finish tag in a distributed manner. The waiting time for each backlogged node in

this phase is proportional to its backoff interval which inturn is proportional to its

finish tag - the smaller the finish tag, the shorter is the waiting time. The node(s)

having a packet with the minimum finish tag would emerge as the winner(s) and

initiate a transmission cycle by sending a RTS (or a DATA) packet. In the proposed

scheme we present an innovative technique to compress the waiting time during the

phase following the priority resolution phase (i.e. the time spent in counting down

the backoff interval). We also present an innovative contention resolution scheme that

ensures that the colliding nodes within a given priority level get access priority over

all other backlogged nodes within the same priority level.

B. Detailed Description of the Proposed Scheme

Every backlogged node in the system first senses the channel. If the channel is found

to be idle for an “inter-round spacing” (irs), say, M slots, then the backlogged nodes

initiate a contention resolution cycle. In order to ensure that a newly backlogged

node does not enter an ongoing contention resolution cycle, the irs duration is chosen

to be greater than the maximum possible idle time (or the waiting time) during a

contention resolution cycle.

In the proposed approach, every node in the wireless LAN is assigned a prior-

ity and a weight. Every backlogged node first chooses a backoff interval and then



9

determines a tuple of the form (p, c, n, d(n−1),..., d0) which is used for contention

resolution. These are described in more detail in the following subsections.

1. Choosing a Backoff Interval

This scheme borrows the idea of picking a suitable backoff interval from DFS [1].

The essential idea is to pick a backoff interval proportional to the finish tag of the

packet. This is achieved by picking the backoff interval as a function of length of the

packet to be transmitted, and weight of the flow to which the packet belongs. The

proposed technique attempts to emulate the Self-Clocked Fair Queuing (SCFQ) [24]

in a distributed manner so as to transmit the packet with the minimum finish tag

first and achieve a weighted fair allocation of bandwidth. Specifically, a backlogged

node i picks a backoff interval Bi for its k-th packet, P k
i , as a function of its weight,

φi, and packet length Lk
i , as follows :

Bi =

⌊

Scaling Factor ∗
Lk

i

φi

⌋

(3.1)

An appropriate choice of the Scaling Factor allows us to choose a suitable scale

for the backoff interval. To reduce the possibility of collisions the Bi value chosen

above is randomized as follows:

Bi = ⌊ρ ∗ Bi⌋ (3.2)

where ρ is a random variable uniformly distributed in the range [0.9,1.1].

2. Contention Resolution

Once a backlogged node has chosen a backoff interval, it breaks it down into a base-N

representation. For example, if a node had chosen a backoff interval equal to 33 (in

decimal or base-10 notation) and the base was chosen to be 2, then that node would
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break the backoff interval into its base-2 representation as 100001. The backlogged

node then constructs a tuple of the form (p,c,n,d(n−1),...,d0). The elements of the

tuple are assigned the following meaning:

• p: This is the most significant element in the tuple and denotes priority of the

node. With an inter-round spacing irs of M slots, our approach can support up

to M priority levels ranging from 0 to M-1. The lower the priority level, the

higher is the priority.

• c: This element represents collision status of a node. Every node i maintains a

collision counter ccntri. This counter is incremented on every collision suffered

by a node and is reset to 0 after every successful transmission attempt by the

node. If the collision counter for a node is greater than 0, then c is set to zero;

else it is set to 1.

• n: This element denotes the number of digits in the backoff interval’s represen-

tation in base-N . For the above mentioned example, the number of digits in

the backoff interval, i.e. n, would be equal to 6.

• di: denotes the i-th digit (0-th digit being the least significant) in the base-N

representation of the chosen backoff interval.

Whenever a backlogged node finds the channel to be idle for irs (i.e. inter-round

spacing) duration, it initiates a contention resolution by transmitting a burst1. It then

uses its tuple to contend for the channel during the contention resolution cycle. Each

element in this tuple signifies a phase in the contention resolution cycle. Only those

nodes who win the first phase, get to go onto the second phase and so on until the

1Burst is a control frame which is transmitted just to occupy the channel so that
the other nodes listening to the channel can sense the channel as busy.
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last phase, after which we will have potential winner(s) of the contention resolution

cycle. During the i-th phase, the i-th digit, say ti, in the tuple (p,c,n,d(n−1),...,d0)

is used as follows. In the i-th phase, a node listens to the channel for ti slots. If

it hears a transmission while it is listening, it drops out of contention. Otherwise,

it transmits a burst after listening for ti slots and goes into the next phase. All the

nodes which make a transition from i-th phase to the (i + 1)-th phase have identical

most significant i elements in their tuples.

3. Transmission and Recalculation of Backoff Interval

The winner of the contention resolution cycle, node i, transmits a Request-to-Send

(RTS) packet (similar to the Distributed Coordination Function in the IEEE 802.11

standard). If the receiver is willing to accept the data packet, it responds by sending

a Clear-to-Send (CTS) packet on receipt of the RTS. When the sender gets the CTS,

it sends the data packet and piggybacks its backoff interval Bi and its priority level

on the data packet. A node j belonging to the same priority level as node i and

which had contended with node i, recalculates its backoff interval on listening to the

transmission as follows:

Bj = Bj − Bi ifBj ≥ Bi (3.3)

= 0 otherwise

Node j then reconstructs the tuple on the basis of this new, smaller backoff interval.

Now, when node j finds the channel idle for irs period, it initiates a new contention

resolution cycle and uses the reconstructed tuple during this cycle. This procedure is

designed to ensure that there is a fair sharing of bandwidth among flows within each

priority class.
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4. Collision Resolution

Every node i maintains a collision counter, ccntri. This counter, ccntri, is incremented

by 1 on every collision suffered by node i and is reset to 0 after every successful

transmission by node i. Now if two or more contending nodes belonging to the

winning priority level had chosen the least backoff interval, they all would emerge as

winners of the contention stage and would end up in collision. Since these colliding

nodes were winners of the contention stage, they should get priority access over all

other nodes within the same priority level. This is accomplished in the following

manner: suppose Node i sends a RTS and doesn’t get back a CTS within the timeout

duration. It then assumes that its RTS collided with a transmission from some other

node. It then takes the following actions:

• Node i increments ccntri by 1.

• Node i chooses a new Bi uniformly distributed in

[1, 2ccntri−1 ∗ K], where K is a constant parameter.

• Node i constructs a new tuple on the basis of this new Bi

• Node i waits for the channel to be idle for inter-round spacing (irs) period and

then initiates a contention resolution cycle using the new tuple.

• When node i gets to transmit, it piggybacks its original backoff interval and not

the new backoff interval that it had chosen after suffering a collision. Also, when

a node with a non-zero collision counter has to recalculate its backoff interval

on hearing a Data transmission, it subtracts the piggybacked backoff interval

from its original backoff interval and not the new backoff interval. Since the new

backoff interval, which is used for contention resolution, is not modified, such

nodes do not have to reconstruct the tuple after recalculation. The recalculated
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backoff interval is then piggybacked whenever such nodes get to transmit the

Data packet.

Let us assume that node i’s priority class was the highest during the next con-

tention resolution cycle. Now all the backlogged nodes within this class would check

their collision status. Since node i has a non-zero collision counter, its collision status

would be zero (as already explained while defining the elements of the tuple). Hence,

node i would transmit a burst without waiting for any slot and then move onto the

next element in the tuple. But for all other backlogged nodes within the same class

who have not suffered a collision, collision status would be set to 1. Hence, all these

nodes would have to wait for one slot before they can transmit a burst and move onto

the next element in the tuple. While these nodes would be listening to the channel

for one slot, they would hear the burst transmitted by node i and would subsequently

drop out of contention. Hence node i would get access priority over all these nodes.
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CHAPTER IV

SELECTION OF PARAMETERS AND PERFORMANCE OPTIMIZATION

A. Selecting the Optimum Base

Recall that, in the scheme proposed in Chapter 3, the backoff interval is broken down

into its base-N representation in order to construct a tuple to be used for contention

resolution. In the proposed scheme, there are 2 causes for overhead : overhead in-

volved in resolving the contention among flows, and the RTS-CTS overhead to ensure

collision free transmission of data. The overhead involved in resolving the contention

among flows is determined by the inter-round spacing irs, the tuple length and the

tuple elements, which are, in turn, directly related to the base chosen for breaking

down the backoff interval. Let nmax be the number of digits in the base-N represen-

tation of the maximum possible value of the backoff interval. The maximum possible

idle time, Tmax, during a contention resolution cycle is then given by maximum(N -1,

nmax). If N is greater than nmax, then Tmax is equal to N -1 slots, else it is equal to

nmax slots.

Now, in order to ensure that a newly backlogged node does not enter an ongoing

contention resolution cycle, the irs (i.e. inter-round spacing) duration is chosen to

be greater than Tmax (i.e. irs is equal to N slots if N is greater than nmax, else it is

equal to nmax+1 slots) . Also, the tuple length (related to the number of phases in

the contention resolution cycle), and the average duration of each phase is governed

by the base chosen. Our goal was to select an optimum base in order to minimize the

overhead, and hence maximize the aggregate throughput. Figure 1 presents the simu-

lation results for the aggregate throughput achieved as a function of the chosen base.

The number of nodes was 32 and the Scaling Factor was 0.02 in these simulations.
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Fig. 1. Aggregate Throughput vs Base Value.

As can be seen from the results, the performance degrades when the base is

chosen to be either too small or too large. When the base is chosen to be too small,

it results in shorter average phase durations. However, it drives up the tuple length

(i.e. the number of phases during a contention resolution cycle) and nmax (which in

turn drives up the irs duration). On the other hand, if the base is chosen to be too

large, it results in shorter tuple length, and hence fewer phases during each contention

resolution cycle. However, it drives up the average duration of each phase and the irs

duration. For the chosen parameters, base-6 was found to be optimum and was used

for all other results presented in this paper.

B. Optimizing the Performance

The contention resolution mechanism in the proposed scheme was slightly modified

in order to reduce the overhead and optimize the performance. We do away with

the collision status (second element in the tuple) and assign access priorities to the

colliding nodes in a more efficient manner. As discussed earlier, every node i maintains
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a collision counter ccntri which is incremented on every collision suffered by a node

and is reset to 0 after every successful transmission attempt by the node. When the

nodes reach the second phase of contention resolution (i.e. after priority resolution),

they check their collision counter. If the collision counter for a node is greater than 0,

then it transmits a burst and then moves on to the next element in the tuple, else it

moves on to the next element in the tuple without transmitting a burst. Say node i

had suffered a collision and was the highest priority node during the next contention

resolution cycle. Since node i has a non-zero collision counter, it would transmit a

burst and move on the next element in the tuple. But all other backlogged nodes

within the same class would move on to the next element ( n, i.e the number of digits

in their backoff interval, which is guaranteed to be non-zero) without transmitting a

burst. While these nodes would be listening to the channel for n slots, they would

hear the burst transmitted by node i and would subsequently drop out of contention.

Hence node i would get access priority over all these nodes.
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CHAPTER V

SIMULATION MODEL AND PERFORMANCE EVALUATION

In this chapter, we present performance evaluation results for the proposed scheme.

The scheme was implemented using ns-2 simulator [2]. The ns-2 simulator includes a

module to simulate the Distributed Coordination Function (DCF) function in IEEE

802.11. We modified this module to simulate the proposed scheme. The backoff

interval was bound to a maximum value of 8192. The channel bandwidth was taken

to be 2 Mbps.

We compare the proposed scheme with the Distributed Coordination Function

(DCF) in the IEEE 802.11 standard [11] and the Distributed Fair Scheduling (DFS)

scheme proposed in [1] . In our simulation model, if we have a LAN with n nodes,

we set up n/2 flows (n is always chosen to be an even number) – flow i is set up

from node 2i to node 2i+1 (the nodes are numbered 0 through n− 1). The choice of

the destination nodes for the flows is arbitrary, and any destination could have been

chosen for each flow without affecting the results.

A. Fair Scheduling

The figures presented in the following subsections consider the case where the n/2

flows (in case of a LAN with n nodes) have identical weights and priorities – the

chosen weight for each flow is 2/n (this choice is arbitrary, and similar results hold

for other choices too) and the priority of each node is P0. All the flows are generating

traffic at the same rate and are always backlogged. Also, the aggregate demand by

the flows exceeds the channel capacity. Later, in section B, we consider the case when

there are multiple priority flows present in the LAN.
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1. Comparison of Proposed Scheme with IEEE 802.11 Distributed Coordination

Function (DCF)

In the following figures we compare the aggregate throughput and the fairness index

achieved by the proposed scheme and 802.11 as a function of the number of nodes

on the wireless LAN . The Scaling Factor for the proposed scheme was chosen to be

0.02 in these simulations.

• Fairness Index

For environments where all flows are always backlogged, we evaluate a fairness

index [23] as follows, where Tf denotes throughput of flow f , and φf denotes

weight of flow f .

Fairness index =

(

∑

f Tf/φf

)2

number of flows ∗
∑

f(Tf/φf)2

The higher the value of the fairness index, the more is the fairness.

As can be seen from Figure 2(a), the fairness index achieved by IEEE 802.11

DCF degrades as the number of nodes on the wireless LAN is increased. This is

because of the fact that as the number of nodes, or the load, on the wireless LAN

is increased, there is an increased likelihood of collisions. Since the colliding

nodes were winners of the contention over other nodes, they should get prior

access over other nodes after suffering a collision. However, in case of IEEE

802.11 DCF, the colliding nodes invoke binary exponential backoff (i.e. they

pick up a larger backoff interval after suffering a collision) and hence do not get

prior access over other nodes. This results in unfairness towards the colliding

nodes. On the other hand, in the proposed scheme, the colliding nodes get prior

access over all other backlogged nodes within the same priority class. Hence,

the proposed scheme is able to achieve a consistently high fairness index (almost
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close to 1) even when the number of nodes scales up.

• Aggregate Throughput

As can be seen from Figure 2(b), IEEE 802.11 tends to achieve a higher aggre-

gate throughput – this illustrates the trade-off between throughput and fairness.

The proposed scheme improves fairness, but possibly at the cost of lower ag-

gregate throughput (due to longer durations of time spent on channel access

protocol).
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Fig. 2. Comparison of IEEE 802.11 and the Proposed Scheme.

• Impact of Transmission errors on Fairness

In a wireless LAN, a packet may be lost because of either a collision or trans-

mission errors. Wireless channels are prone to errors due to many factors such

as attenuation, multipath fading, noise, co-channel interference, and node mo-

bility. Since in a wireless LAN it is difficult for a sender to distinguish between

looses due to errors or losses due to collisions , presence of errors can cause
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difficulty in a fair allocation of the channel bandwidth. In case of IEEE 802.11

DCF, whenever there is a packet loss, the sender assumes that the loss is due

to a collison with another transmission. It then invokes an exponential backoff

mechanism in order to lower the contention on the channel. As a result, the

error-prone nodes are unnecessarily penalized and do not get their expected

share of the bandwidth. In the proposed scheme too, any loss is assumed to be

due to a collison with another transmission. However, unlike IEEE 802.11 DCF,

the proposed scheme ensures that the nodes which have suffered a collision get

prior access over other nodes within the same priority class. A node lagging

due to wireless errors can reclaim the lost bandwidth by getting prior access

over other nodes within the same priority class. Hence, the proposed scheme

can achieve a fair allocation of the channel bandwidth even in the presence of

transmission errors.

2. Comparison of the Proposed Scheme with DFS

We now compare aggregate throughput and fairness index achieved by the proposed

scheme and DFS [1] as a function of the Scaling Factor. The wireless LAN had 32

nodes in these simulations.

• Fairness Index

As can be seen in Figure 3(a), when the Scaling Factor is very small, the fair-

ness index degrades in case of DFS. In DFS, when the Scaling Factor is very

small, there is a high likelihood of collisions which can potentially exhibit un-

fairness towards the colliding nodes because of access priority reversals. On the

other hand, in the proposed scheme, the colliding nodes within a class get access

priority over other backlogged nodes within the same class. As a result, the pro-
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posed scheme achieves a high fairness index even for very small Scaling Factors.

As for higher Scaling Factors, they result in an increase in fairness, and both

DFS and the proposed scheme do well in such cases. This figure illustrates that

unlike DFS, the proposed scheme is relatively insensitive to the choice of the

Scaling Factor.

• Aggregate Throughput

As can be seen in Figure 3(b), as the Scaling Factor is increased, the aggregate

throughput achieved by DFS declines sharply. The nodes in both DFS and

the proposed scheme pick backoff interval in the same manner. An increase

in the Scaling Factor results in a proportional increase in the backoff interval.

However, in DFS, large backoff intervals lead to a greater overhead and reduced

aggregate throughput. On the other hand, in the proposed scheme, the aggrea-

gate throughput achieved by the proposed scheme drops relatively slowly as the

backoff interval is increased. This implies that in the proposed scheme there

is only a slight increase in the overhead with the scaling factor even though it

results in large backoff intervals. This is because of the fact that our scheme

reduces the time spent in counting down backoff interval by breaking it down

into base- N elements and then using these elements during contention reso-

lution cycle. On the other hand, in DFS, the nodes have to countdown the

backoff intervals to 0 (as in IEEE 802.11) before they can transmit. This leads

to long durations of idle time when the backoff intervals are large in case of

DFS. Another observation that can be made from this fact is that the proposed

scheme would do much better than DFS in scenarios where different flows have

different weights and the only flows that are backlogged have smaller weights.

Smaller weights would result in larger backoff intervals in both DFS and the
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proposed scheme. However, in DFS, this would lead to a much greater increase

in the overhead as compared to the proposed scheme.
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Fig. 3. Comparison of DFS and the Proposed Scheme.

As can be seen from Figure 3, the performance of DFS is very sensitive to

changes in the scaling factor. Whereas the proposed scheme achieves a fairly

good performance over a wide range of scaling factors. When the number of

nodes in the LAN is large, we would like to choose a larger scaling factor to

reduce the probability of collisions and maintain fairness. At the same time

we would like to maximize the aggregate throughput achievable. Under such

circumstances, the proposed scheme offers much more flexibilty as compared to

DFS in choosing the scaling factor to achieve the desired objectives.

• Effect of Packet Size

Figure 4 displays the effect of the packet size on the aggregate throughput

achieved by DFS and the proposed scheme. In the simulations for this result,

there were 32 nodes in the wireless LAN and the Scaling Factor was chosen



23

to be 0.1 for both DFS and the proposed scheme. As mentioned earlier, in the

proposed scheme, the total overhead consists of contention resolution cycle over-

head and the RTS-CTS overhead. In case of DFS, the total overhead consists

of the time spent in counting down the backoff interval and the RTS-CTS over-

head. As the packet size is increased, the RTS-CTS overhead is amortized over

the packet size. Also, larger packets mean lesser contention resolution cycles in

the proposed scheme, and hence reduced overhead. However, an increase in the

packet size results in a proportional increase in the backoff interval. As already

explained, an increase in the backoff interval results in a much greater increase

in the overhead in case of DFS as compared to the proposed scheme. Hence,

though the performance of both DFS and the proposed scheme improves with

an increase in the packet size, the effect is much more pronounced in case of the

proposed scheme.
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B. Priority Scheduling and Weighted Fairness

The simulation model in this case had 20 nodes (i.e., 10 flows) in the wireless LAN.

5 of these flows (0,1,2,3 and 4) were of priority level P0 and the other 5 (5,6,7,8

and 9) were of priority level P1 (P0 being the higher priority). All the high priority

flows had a weight 1. The low priority flows had the weights 0.2, 0.4, 0.6, 0.8 and

1 respectively. The 5 high priority flows were generating CBR traffic at the rate of

0.05Mbps, 0.1Mbps, 0.15 Mbps, 0.2Mbps and 0.25Mbps respectively. The rates were

chosen so that the aggregate demand by the high priority flows was less than the link

capacity. The low priority flows were generating CBR traffic at the rate of 0.5 Mbps

each. The packet size was fixed and was identical for all flows in the simulations

reported here. As can be seen from the Figure 5, since the aggregate demand by

the high priority flows is below the channel capacity, each high priority flow gets a

share of the bandwidth equal to its demand irrespective of its weight. The bandwidth

leftover by the high priority flows is allocated to the low priority flows in proportion

of their weights.
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However, if the aggregate demand of the high priority flows exceeds the channel

capacity then it is desirable that there be a weighted fair allocation of the bandwidth

to these high priority flows. The results presented in Figure 6 present the case where

there were 10 nodes (i.e. 5 flows) in the wireless LAN. All the flows had the same

priority, P0, but different weights. The weights of the flows were 1/2, 1/4, 1/6, 1/8,

and 1/10 respectively. Each of these flows was generating CBR traffic at the same

rate and the aggregate demand exceeded the channel capacity. The packet size was

fixed and was identical for all flows in the simulations reported here. As can be seen

from Figure 6, the (throughput/weight) ratio remains more or less constant implying

that each flow is getting a bandwidth allocation in proportion to its weight.
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CHAPTER VI

ALTERNATIVE SCHEME FOR CONTENTION RESOLUTION

In this chapter we consider an alternative to the scheme proposed in Chapter III and

discuss its merits and demerits viz a viz the Proposed Scheme.

A. Alternative Scheme

In the scheme proposed in Chapter III, the tuple is constructed in such a manner that

the smaller a tuple element, the higher are its chances of winning the cooresponding

phase during a contention resolution cycle. During each phase in the contention

resolution cycle, a contending node waits for a certain number of slots equal to the

corresponding tuple element before transmitting a burst. If it hears a transmission

while it is waiting, it drops out of contention and waits for the next contention

resolution cycle.

As an alternative, the tuple could have been constructed such that the larger a

tuple element, the higher are its chances of winning the corresponding phase during

a contention resolution cycle. In this scheme, during each phase in the contention

resolution cycle, a contending node would transmit a burst for a certain number of

slots equal to the corresponding tuple element and then listen for a slot (referred to

as the observation slot). If it hears a transmission during this observation slot, it

drops out of contention and waits for the next contention resolution cycle.

1. Proposed Scheme vs Alternative Scheme

In the alternative scheme, we could use a smaller inter-round spacing (irs) because of

the fact that the idle time during a contention resolution cycle would be bound by the

duration of the observation slot. However, in the alternative scheme, the duration of
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each phase during a contention resolution cycle would be determined by who has the

longest burst. Whereas, in the scheme proposed in Chapter III, the duration of each

phase in a contention resolution cycle is determined by who has the shortest waiting

time. Hence, the phase durations tend to be much shorter in the scheme proposed in

Chapter III as compared to the alternative scheme. Intutively speaking, the proposed

scheme would result in much lesser contention resolution overhead as compared to the

alternative scheme. Another fact that makes the alternative scheme less attractive is

the power consumption involved. Since the alternative scheme involves transmission

of long bursts during each phase in a contention resolution, it is not suitable for

wirless networks with battery powered nodes.
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CHAPTER VII

CONCLUSIONS AND FUTURE WORK

This thesis proposes a distributed Medium Access Control (MAC) protocol for sup-

porting multiple priorities and weighted fair scheduling in a wireless LAN, combining

the techniques used in HIPERLAN [5] and DFS [1]. Performance results show that

the proposed protocol can support multiple priorities and can allocate bandwidth to

the flows within the same class in proportion of their weights. The ideas presented in

this thesis can be used to support Quality of Service (QoS) and real time applications

in a wireless LAN.

As part of on-going research and future work, we are considering adaptive mech-

anisms to dynamically choose the appropriate parameters for the proposed scheme.

For example, we are considering dynamic adjustment of the the Scaling Factor as a

function of the load on the network. When the load on the network is low, the nodes

can use a smaller Scaling Factor in order to reduce the overhead. As the load on the

network is increased and the nodes detect losses due to collision, they can increase

the Scaling Factor to reduce the probability of collisons. Similarly, the weights and

priorities can also be adjusted dynamically. For example, the weight of a node can be

made proportional to the size of its pending queue and the priority can be decided on

a per packet basis as a function of the residual life time of the packet. Future work

can also focus on extending the ideas presented here to multi-hop wireless networks.
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