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Abstract— Flow control in a mobile ad hoc network (MANET)
must face many new challengessuch as frequent re-routing and
bandwidth variation of the wirelesslinks. TCP’'s implicit AIMD
flow control performs poorly in this ervironment, becauseit often
cannot keep up with the dynamics of the network.

In this paper, we explore the potential utility of explicit flow
control in the MANET domain. To this end, we proposean end-
to-end rate-based flow control scheme(called EXACT), where
a flow’s allowed rate is explicitly conveyed from intermediate
routers to the end-hostsin each data packet’'s special control
header As a result, EXACT reacts quickly and precisely to
re-routing and bandwidth variation, which makes it especially
suitable for a dynamic MANET network. We also discussseveral
supporting mechanismsrequired for such a schemeat the MAC
and the transport layers. By ns-2 simulations, we show that
EXACT outperforms TCP in terms of fairnessand efficiency,
especiallyin a highly dynamic MANET ervironment.

|. INTRODUCTION

Mobile ad hoc network (MANET) is formed by a group of
mobile nodesconrectedby wirelesslinks. The nodescantalk
to eachother by direct peerto-peerwirelesscomnunication
whenthey arecloseto eachother or by multi-hop forwardng
via intermediatenodes whenthey arefar away.

As in wireline networks, endhostin MANET mustfacethe
nondrivial prodem of decidirg how fastit cansendpacletsto
adestinatiorover thenetwork. Thisis theflow control (or con-
gestioncortrol) prodem in networking researchGenerally a
flow contiol schemehastwo goals[1]: eficieng/ andfairness
Efficiengy refersto the propety that the aggegatedtraffic at
the bottlene& router shodd matchthe available bandvidth of
the outgoing links. Fairnessrefers to the property that each
competing flow should get its “fair” shareof the available
bandvidth.

Over the Interng, TCP’s AIMD (Additive IncreaseMulti-
plicative Decreasejs the predaninantflow contrd algaithm.
It belorgs to the implicit flow contml cateyory, becauseit
measureghe network congestion stateby performane mea-
suremets at the end-hats(i.e., paclet loss),without ary help
from the network. Dueto TCP’s wide acceptancandsoftware
availability over the Interret, it remainsthe current de facto
flow contrd standardin MANET as well. However, recent
studieshave shavn that TCP suffers fairnessand efficiency
prodems in this environmen (e.g., [2]-[5]). We summaize
these prodems as follows. First, TCP detects congestion
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by paclet loss events, which is not a reliable congestion
signal, becasge paclet loss can be wirelessrelated randan
lossand mobility relatedrouting loss. Second TCP’s additive
increaseof congetion window limits its ability to acqure
sparebandvidth quickly, which is impottant aftera re-rauting
evert. Third, since TCP only reactsto paclet loss, it tends
to keepthe bottleneckrouter quete full, which may put the
router at risk of drogping paclets when the link bandwidh
fluctuates Fourth, TCP’s window-basedransmissiorcanlead
to a burst of paclet transmissionsvhen severd ACKs arrive
at the sametime. Although there have beenmary efforts to
enhace TCP perfamancein MANET (e.g, [2], [3]), the
problems mentiored above are fundamentalto the implicit
appoachtaken by TCP’s AIMD flow contrd algorithm.
Promged by the deficienciesof TCP, we attemptto design
a more effective flow cortrol scheman MANET. To this end,
we ad@t the explicit flow contol appioach,and proposean
EXplicit rAte-basedflow ConTrol (EXACT) schemeas our
solutionto theflow contiol prodemin MANET. Herewe refer
to a schemewhere routas provide explicit rate information
to the flows. The explicit congestion information is carried
in the IP headerof each data paclet, and is modified by
intermaliate routersto signalthe flow’s allowed datasendimg
rate. The rate information is then retumed from the recever
to the senderasfeedbaks. Our schemeis in partinspiredby
therate-basedeedtack frameavork of ATM’s ABR (Available
Bit Rate)congestioncontiol [6] (detailsin SectionVI), but
hasincomorateda numter of mechamsmsto fit into the new
MANET environmen. To thebestof ourknowledge, thisis the
first studyof usingexplicit rate-baseflow contrd in MANET.
The rest of this paperis organized as follows. We first
outlinethe designratioralesof EXACT in Sectionll, followed
by a detaileddescripion in Sectionlll. The supprting mech-
anismsare discussedn SectionlV, and the simulationand
testbedresultsarerepotedin SectionV. SectionVI discusses
somerelatedwork, followed by a conclisionin SectionViII.

Il. DESIGN RATIONALES

Since EXACT is a fundamentaldepature from the tradi-
tional implicit flow contrd appoach(e.g., TCP), we describe
the designrationalesbehird our schemeas follows.



A. RouterAssistedFlow Contol

In EXACT, routerexplicitly givesrate signalsto the flows
that are currerly passingit. Since routers are the central
placeswherecongestionhapgens,they arein a betterposition
to detectand react to such conditimn. For instance,when
wirelesslink’s bandwidh vaties, EXACT is able to corvey
such variation to the flows quicky, without requiring them
to detectthe variationonly after paclet losses.When a flow
chan@s its route as result of mobility, EXACT is able to
provide ratesignalto the flow immediatelyalongits new path,
withoutrequirirg the sendeto go through the additive proking
phaseof TCP. Therefae, the router-assistedEXACT scheme
is more predse and resposive, which malkes it especially
suitablein a dynramic MANET ervironmert.

B. Rate-lasedTransmission

In EXACT, the senderfollows the rate informationin the
feedlackpacletsfrom therecever, andhencehepaclettrans-
missionis rate-tased.This alleviatesthe bursty transmission
prodem of TCP. Moreover, by usingrate-tasedtransmission
the feedbak paclets can now be sentless frequently if the
allocatedrate hasnot significantly charged.

C. Feasilility in MANET

Admittedly, our schemeincurs addtional comgexity and
overhead at the routes, such as compiting rate allocation
for the flows. Therefae, our schemeis not targeted for the
large scalelntemet (whele core routershave to processhuge
numter of concurent flows), but rather as a solution for
the special MANET ervironmen. We believe our EXACT
schemefits predsely into its unique charactestics. First,
MANET is oftena small scalenetwork for a group of mokile
users,such as emegeng/ workers. Second,unlike Interret,
thereis no “core’ routerin MANET. Flows are more evenly
routedthroughou the network ratherthangoing throughsome
hierardical aggegationpoints.Another factoris thatMANET
traffic often displays locality, i.e., a mobile node is more
likely to talk to anotter node physically close to itself. As
a result, the nunber of concurent flows going through a
MANET rouer is likely to be relatively small. Even with
the additioral proessingoverhead EXACT is a feasibleand
practicalsolutionin MANET.

I11. EXACT FRAMEWORK
A. Overviev

An overview of the EXACT framework is shavn in Figure
1(a), where the sendersendsa contiruous stream of data
paclets to the recever. Each data paclet carries a special
IP header called flow control healer, which is modified by
the intermedate routers to signalthe flow’s allowed sending
rate.Whenthe paclet reackesthe destinationthe explicit rate
information is retumed to the senderin a feedbak paclet.
As a result, any bandvidth variation along the path will be
returredto the sendemwithin oneRTT. Notethatthe feeback
paclet may not travel alongthe samepathasthe datapaclets.
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(a) Each data padket explicitly carries the allowed
sendingrate of the forward path. The rateinforma-
tion is returred to the senderby feedkack paclets.
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(b) After re-rouing, the allowed sendingrate of
the new pathis immediaely “learned” by the data
paclets going throudh the new path.

Fig. 1. Overview of the EXACT flow control scheme.

In the eventof re-rauting (Figure 1(b)), the first datapaclet
traveling throughthe new pathcollectsthe new allowedrateof
the flow. As a result,the senderlearnsthe exact sendingrate
after only one RTT of delay after re-rauting, without having
to go through the additive prabing phaseof TCP

A paclet's flow contiol headerincludes two fields: ER
(Explicit Rate) and CR (Current Rate) ER is the allowed
sendingrate of a flow. It is initially set at the senderas its
maximum requestedrate, and subsequety reducedby the
intermaliate routes to signal its allowed data rate. ER is
typically setto infinity for thoseflows requiing the largest
possiblebandwidh (e.g.,FTP).CRis initially setatthesender
asits current sendimg rate, and modified by the intermedate
routersto signal possiblerate reductionalong the path. Each
router remenbersthe CR of the currert flowsin its flow table,
in orderto compue eachflow’s fair shareof bandwidh.

Note that EXACT doesnot assumeary particdar uncerly-
ing routingprotoml! in MANET, nor symmetricroutesbetween
thesendemndtherecever. It is a separatdélow contrd module
that can be attachedo ary routing agentin MANET.

B. End-hosts Behavio

We assumeendsystemsare coqgoeratve. Sendels behaior

is asfollows:

« Sendersetsthe ER field asits desiredmaximum rateand
the CR field as its current sendingrate, in every data
paclet it sendsout.

« Onthereceptim of a feedtack paclet, the sendemdjusts
its sendingrateto the rateincluded in the feedlack.

Recever’s behaior is asfollows:

« Onthereceptionof a datapaclet, recever copiesthe ER
field of the datapaclet into a smallfeedtack paclet, and
sendsit to the sender

« An optional delay-ak stratgyy allows therecever to send
afeedbaclonly afterreceving a numter of datapaclets,
or whenthe ER hassignificantly charged.



« Eachfeedack paclet's ER and CR fields are both set
to the ER of the incomirg datapaclet, adjustedby the
feedlack paclet’s smallersize andits delay-ackstrateyy,
to indicatethe feedtack paclet flow's rates.

Onstart-up thesendeiis allowedto sendout pacletsusinga
smallinitial sendingrate.Oncethefirst datapacletis receved
and acknavledgedby the recever, the senderthen usesthe
explicit ratein the feedack paclet asits sendingrate.

C. Rouer’'s Behavio

Router plays the central role in our EXACT scheme.A
router has four major tasks: 1) keeptrack of current flows
andtheir sendingratesin a flow table 2) measue the curren
bandvidth of the outgang wirelesslinks; 3) compute ratesfor
the current flows; and 4) updatethe headerof eachpassing
datapaclet. Belov we discussdetailsof thesetasks.

Each router maintains a soft-state flow table in the
format of: <src.ip, srcport, dest.ip, dest port,
next _hop, refresh_time, current rate>. Thefirstfour
fields are usedto uniqely identify a flow. On receving a
data paclet, the router updatesthe flow’s next hop, re-
fresh_time, andcurrent rate to keepan upto-dateview
of the flow. As mentiored earlier the CR field of the
paclet’s flow contiol headeris usedto updatethe flow's
current rate. A flow hasto refresh itself within a certain
period of time; othemwise, it will be purged from the table
possiblyas a resultof re-rauting or termination.

The core part of eachrouter is its rate computation algo-
rithm to allocatesendingratesfor the competing flows. The
rate computation, performed locally, is basedon the curren
measuredbandwidhs of the outgoing links, as well as the
currerni ratesof the flows going through the router Efficiency
is achieved by makirg surethatthe flows canfully occupy the
outgang wirelesslinks. Fairnesscanbe achieved by allocating
the bandvidth “fairly” to eachflows. In this paperwe adopta
specialmax-nin fairness[7] asour baselinefairnesscriterion
In max-min fairness flows with minimumrequestaregranted
their requestdirst; the remairing bandwidh resouce is then
everly divided amongthe higher demamling flows.

Here we proposeto maintan fairnessamorg competing
flows accordimg to their chamel time demand to accesshe
wirelesschannel,becage a wirelesschamel’s bandvidth to
different neigtboring nodes can be very different, due to
locationdepermlent channé conditiors. For examge, a flow
requesting 1Mbps rate to a neighloring node with 2Mbps
actual bandvidth requies the router to dedicée 50% of
chanrel time to the flow; while a flow with the samerequest
to a “better’ nodewith 4Mbps bandwidh requres only 25%
of chanrel time. Note thatherethe wirelesslinks’ bandwidhs
aredynamicallymeasuredtthe MAC layer (detailsin Section
IV-A). To representa flow’s resoure request,we normalize
a flow's requestedrate to its next-hop link’s bandwidh as
TF; = r;/b;, wherer; is theflow’s datarate(current rate
in the flow table), and b; is the current bandvidth of the
link. The max-minallocationis thenperformedon top of the
requestsof theflows: TF;, i = 1 to N. Sinceeachflow obtains

athrouchputproportioral to its next-hoplink’s bandvidth, we
call it bandwidth-pioportional max-minfair.

The local max-nmin rate compuation is as follows [7]:
initially the available chanrl time is C = 1 andthe set of
flows whosedemarl hasbeensatisfiedis empty R = §; then
we computethefirst-level allocatedresourcesisAR, = C/N,
where N is the total numbe of flows, and we include all
the flows with TF; < ARy in setR. Next compute ARy =

% if for all flows i ¢ R,TF; > AR;, thenstop;
othewise, include thoseflows with TF; < AR; in setR, and
re-canputethe next level AR-. Whenthealgorithm terminates
at level k, theresultis aresourceallocation ARy, (or dended
asAR), whichis thelargestreqiestthatcanbefully satisfied.
A request over AR canonly be grantel AR of resouces.
Since AR representghe allocationof chamel time, it shoud
be convertedto the allocationof real datarate over link j as:
DAR; = AR = b;, whereb; is the measurecbandwidh of
link j. For thoseflows going throuh link j, DAR; is the
maximum datarate eachflow cansend.

In our scheme,a router immedately compues the rates
wheneer the previous compuation is invalidatedby ary of
the following reasons:1) arrivad of a new flow, 2) purge of
an existing flow, 3) chang of rate of an existing flow, or 4)
chang of link bandwidth. This allows the router to quicky
reactto the dynanics in MANET.

D. Flow Control HeaderUpdates

As mentione earlief routess modify theflow contrd heackr
of each data paclet to explicitly signal a flow's allowed
sending rate. On receving a data paclet, the router ob-
tains the maximun allocateddatarate DAR; basedon the
paclet’s next-hop neigtbor j, and updatesthe paclet’s flow
contol heaer as follows: ER = min(ER,DAR;); CR =
min(CR, DAR;).

As a result, ER carries the minimum (i.e., bottleneck
allowedsendingrateof theroutersalongthe path.The current
rate CR is alsoreducedalongthe pathin order to deliver the
upstreanbottlereckto downstreanroutersassoonaspossible.
This updatedCR field is keptin the routefs flow tableasthe
flow’s current rate.

IV. SUPPORTING MECHANISMS OF EXACT
A. MAC Layer: DynamicBandvidth Measuemen

In order to perform the rate computation, a router must
have knowledgeof the current “achievable” bandvidth of the
wirelesslinks. Therebre, a dynamic bandvidth measurerant
mechaism mustbe in placeat the MAC layer.

As an exanple, we considera measuementmethal under
the popular IEEE 80211 DCF MAC layer, which depes on
CSMA/CA to coordirate paclet transmissiorusing the RTS-
CTS-DATA-ACK paclet sequene (Figure 2). The throughput
of eachtransmittedpaclet canbe compued as: TP = -5,
whereS is thesizeof the paclet, ¢ is thetime-stampvhenthe
pacletis readyto be sentatthe MAC layer, andt,. is thetime-
stampwhenan ACK is receved [8], [9]. Note that the time
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Fig. 2. IEEE 802.11unicastpaclet transmissiorsequene.

intervd t,. —t, includesthe chanrel busy andcontetion time.
The averagethroughput of the recentpaclets destinedto a
neighboringnodeis usedto estimatethe achiezablebandvidth
to thatnode We keepseparatdandwidh estimatego differert
neighboringnodeshecause¢he chanmel conditims maybevery
different. Using ns-2 simulations,we have verified that the
dynanic measuremant methal is feasibleandrobust[9].

B. TransportLayer: SafetyCounter

In EXACT, the senderadjustsits sendimy ratein respamse
to thefeedbaks from the recever. To preventthe senderfrom
over-flooding the network when all the feedbackpaclets are
suddely lost, for exampe, dueto wirelesstransnissionoutage
or route disruption a safety mecharsm must be in place.
To this end, we implement a safetycounterat the senderto
limit the nunber of outstanthg paclets that have not been
acknavledged by the recever. Note that this is not to be
confusedwith TCP’s transmissiorwindow. The safetycounter
doesnot imply ary kind of reliability control, nor ary re-
transmissionof lost paclets. It is usedto limit the amoun
of damae the sendercan causeto the network whenall the
feedlack paclets arelost.

Clearly, the safety courter cannotbe too small to limit
a flow’s sendingrate which othewise would be permitted
by EXACT. In [10], we have shavn and proved that in
MANET, the bandvidth-delgy prodwct of a path, which is
a measurerant of the maxinum paclet carryirg capacityof
the path cannotexceal the roundtrip hop-court of the path.
Therebre,in EXACT we usethe round-trip hop-court of the
network path betweenthe senderandthe recever asthe size
of the safetycourter.

C. TransportLayer: RouteProbing

Routefailureandre-rauting arecomman in MANET. When
the network pathis unavailalde, the sendemvould sendout up
to the safety courter numbe of paclets, and entera probing
state in which it periodcally sendsout proling paclets at
slow speedto seewhethera new path is available. When
a path becones available, the recever should receve the
proling paclet, and then send a feedtack to the sender
On receving such a feedlack, the senderexits the prokng
stateand proceed with normd paclet transmissiorusingthe
explicit rate of the new pathreturnedby the recever.

D. TransportLayer: Reliability Control

EXACT is a rate-baed flow contol scheme.lt doesnot
implemen reliable datatransmissiorby itself. As an optiond
mechaism, reliability can be addedon top of the EXACT
schemeas an indepenlent mechamsm. That is, flow contrd

and reliability contol are de-caipled ! In this paper we
chose SACK (Selectve ACKnowledgment)asthe reliability
mechaism becauseit allows the senderto selectvely re-
transmitonly thosemissingpaclets, which shouldreducethe
nunber of unneessaryre-trarsmissionsdue to out-d-order
paclet delivery in MANET.

V. EVALUATION OF EXACT

In this section,we compare EXACT with TCP’s implicit
AIMD flow contwol using the ns-2 (v2.1b8a) simulator Al-
though EXACT can be implemented with ary undetying
routing protool, we chooseDSR (Dynamic SourceRouting
dueto its simplicity. We also repat expeiimentsof ruming
EXACT in a MANET testbedusingLinux laptos.

A. Simuldion: One-HopScenario

In this setof simulations,all mobile nodesare within one-
hop of transmissionrangeto eachother inside a 170m by
170m spaceThe nodes usethe “random way-mint” mobility
model to move arownd with maximum speedof 20m/s and
pausdime of 0s. Thetotal numker of nodes is 10. The paclet
sizeis 1000bytes.

1) BaselineBehavior: We usetwo flows, one from noce
0 to 1 and the other from nodeO to 2, to demastratethe
basicbehaior of the EXACT schemewithout ary reliability
mechaism. The two flows sharethe samebottlenek routerat
nock 0, andcompetewith eachotherin accessinghe chamel
bandvidth. They startwith the following sequene: 1) attime
0s, the first flow startsanddemaumls a large bardwidth (in its
ER field); 2) attime 50s,the secondlow startsalsowith large
bandvidth demand; 3) at time 100s, the first flow redicesits
demard to a very small value of 40,00 bytes/s,which gives
away restof the bardwidth to the secondlow; 4) attime 150s,
thefirst flow resumests large bandvidth demal to get back
its shareof the bandvidth; 5) at time 200s, the secondflow
stops,leaving all the bandvidth to the first flow.

Threeobsenrationscanbe madefrom Figure 3. First, max-
min fairnessis achiered betweenthe two flows by the rate
computationalgoiithm. During time periads 50-100sand 150
200s, eachof thetwo flows obtairs nearlythe samethroughput
becase bandwidhs of the two links are very close.Second
MAC layerlink utilizationatthebottleneckouteris keptclose
to 1, which shaws the efficiengy of the scheme At the same
time, the routers quete lengthis shortand stable(nat shavn
here) hencethereis no paclet queung loss. Third, a flow
canquickly andpreciselyobtainits shareof bandvidth when
extra bandwidh is available, without addtive prabing. These
resultsshav that EXACT behaes aswe have designed.

2) Comparisonwith TCP: Now we compae EXACT en-
hancel with SACK reliability contrd, againstTCP-Renocand
TCP-SACK (which arealsoreliable)

We createtwo EXACT flows: one from noce 0 to 1 and
the otherfrom 0 to 2. They sharethe samebottlereck router

INote thatalthough flow control andreliability contrd aretwo independent
mechanéms, their feedbak information are sentback to the senderin the
samefeedbak padet, in orderto saze bandwith.
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Fig. 3. Two EXACT flows in one-hopscenaio. (a. Datarate of first flow; b.

at node 0, and requsst large bandvidth. Accordng to max-
min fairnessthey shoud obtain nearly the samethrowghput,
becauséandwdths of the two links are very close.Figure 4
shaws this result, i.e., the sequencewumter plots of the two
flows overlap preciselywith eachother As comparison,the
resultsof two TCP-Renoand TCP-SACK flows in the same
settingshav thatthey cannotguaanteeperfectfairnessvenin
this simpleonehopscenarigFigure 4). Moreover, (nat shavn
here),the quete lengthat the bottleneckrouterunder EXACT
is kept minimum and stableat all times; while under TCP-
Renoand TCP-SACK it frequently exceals the quauing limit,
which leadsto paclet loss. As a result, the total nurmber of
reliably transmittedpacletsunde EXACT is 2.4% morethan
TCP-Renoand 2.5% more than TCP-SACK. We will showv
thatin a multi-haop scenarigthis gapis muchlarger.

B. Simulation: Multi-Hop Scenaio

In this set of simulation, we createa MANET with 30
nodes moving in a 1500m by 300mspaceusingthe “random
way-pant” mobility model with maximum speedof 20m/s
and pausetime of 10 second. This createsa modeartely fast
moving scenarig and forces the nodes to uselong routesin
therectanglar area As aresult,re-roting andlink bandvidth
variationare comnon.

1) Comparisorwith TCP: In this expelimentwe createwo
EXACT flows enhancedwith SACK, both from nock O to 1.
This ensuresthat the two flows travel along the samepath
andshareexactly the samebottlereck router. As aresult,they
shouldexpectthesamesendingateatall times.Thisis evidert
in Figure 5 where the sequene numter plots of the two
flows overlap preciselywith eachother As compaison, two
TCP-Renoand TCP-SACK flows in the samesettingcanna
achieve perfect fairnesgFigure5). At the sametime, the total
numter of reliably transmittedpacletsunderEXACT is 12%
more than TCP-Renoand 8% more than TCP-SACK, which
demanstrateshe efficiengy of our scheme.

2) UnderDifferentDegreesof Mobility: To furtherevaluate
the efficiency of explicit rate-lasedflow control, we compae
EXACT with TCP-Renocand TCP-SACK under different mo-
bility patterrs. Thenodesmove arourd using20m/smaximum
speedas befae, but with different pausetimes (0s, 5s, 10s,
15s,and 20s) to createdifferentlevels of network dynamics.
For eachscenario,we averagethe total number of reliably
transmittecpacletsover 10 runs for eachflow contrd scheme.
Theresultsin Figure6 shawv thatunderall mollity scenarios,
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Fig. 6. Comparsonof EXACT with TCP underdifferent mobility paterns.

EXACT ovenrall outperbrms TCP-Renoand TCP-SACK by
42% and 36% more paclets, respectrely. This demamstrates
the efficiengy and effectivenessof the EXACT schemein a
dynamic MANET ervironmen.

C. Testbed:Computgional Overhead

We have implemened EXACT in a smalltestbedwith four
Linux laptogs arrangd in a multi-hop topology. The EXACT
module is implementedat the userlevel usingJava. The MAC
layer bardwidth measurerant is implementedby modifying
Lucert IEEE 802.11b pcmciacards driver (“wvlan ¢s”), and
the driver exports the measuredbandwidh to the EXACT
module. Herewe wantto commen onthe ovetheadof EXACT
in our expeiments. Runring on a relatively slow Pentiuml|
266Hz laptop and with 10 conaurrent flows with aggegate
traffic of 640kbps,EXACT occupie only 4% of the CPU on
average. The modfied MAC layer driver occupes lessthan
15%of CPU.Therebre,EXACT is well within the computing
power of today’s mobile devices.

VI. RELATED WORK

In this section,we discussa nunber of relatedwork in ap-
plying explicit flow contiol to various network environments.
Thefirst schemas Interret’s Explicit CongestionNotification
(ECN [11]), wherea router marks a bit in a passingpaclet’s
IP headerwhen incipiert congestionis detected.The ECN-
bit carries binary information indicaing whether there is
congestion,but not by howmud the congestionis. In contrast,
EXACT providespreciseratesignalsto the endhosts without
the needfor an AIMD-style algorithmat the endhosts.

Thesecondschemds ATM Forum’s rate-baedflow contiol
for the ABR (Available Bit Rate) service[6]. The goal of
ABR flow contiol is to fully utilize the bandvidth left over
from higher priority traffic. In this scheme,explicit rate
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contrd information is corveyed from intermedate switches
to the destinatim using specialcells, called RM (Resouce
Managenent) cells, and the RM cells are returred to the
sendervia the samepath. ATM’s ABR provides a generic
framawork for rate-basedeedbak flow control, which is the
framavork adgted by the EXACT schemeHowever, aswe
have shavn earlier in order to adop this framework, a nunber
of special mechaisms have to be designedin the special
MANET environment. Therebre, our work canbe corsidered
asa pilot studyin applyirg explicit rate-basedlow contrd to
the MANET dommin.

Therecently proposedATP pratocol [5] is a reliabletrans-
port protocd basedon the feedtack of maximunpadet delay
from theroutes. Basedon thesefeedbaks, the endhostinfers
its shareof the bardwidth at the bottlereck router. Although
ATP givesimproved throughput thanTCR it canrot guaratee
perfe¢ fairnessbetweenthe competing flows. In contrat,
EXACT achieves both efficiengy and fairnessby explicitly
allocatingbardwidth to the competirg flows. The clearadvan-
tageof ATP is its statelessmplemertation, however, we have
shavn that statefulimplenmentationof EXACT is a practical
solutionin a small scaleMANET.

VIl. CONCLUSION

We preseh an explicit rate-basedflow contrd scheme
(calledEXACT) for the MANET network. In EXACT, routers
explicitly notify eachflow its allowed datarate,andhencethe
flows are able to react quickly and preciselyto bandvidth
variation and re-rauting events. Our simulation result shavs
that, EXACT outperbrms TCP’s AIMD in termsof fairness
and efficiencgy, especiallyin a highly dynamic MANET envi-
ronment. Ourtestbedexpelimentalsoconfirnms thatthe stateful
implemenationof EXACT is well within thecompuing power
of todays mobile devices. Therefore, EXACT is an effective
and practicalflow control solutionfor the MANET doman.
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