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Abstract—This paper argues for the need to address the
issue of multi-channel network performance under constrants on
channel switching. We present examples from emergent diréions
in wireless networking to motivate the need for such a studyand
introduce some models to capture channel switching constiats.
For some of these models, we study connectivity and capacity
of a wireless network comprisingn randomly deployed nodes,
equipped with a single interface each, when there are= O(logn)
channels of equal bandwidth ‘%’ available. We consider an
adjacent (c, f) channel assignment where a node may switch
between f adjacent channels, but the adjacent channel block

is randomly assigned. We show that theper-flow capacity for
this channel assignment model i@(W,/ngn). We then show

how the adjacent(c,2) assignment maps to the case of untuned
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a small subset of adjacent channels (e.g., if the transceive
uses an oscillator with limited tunability). However, if
more spectrum is available than a single device can
utilize, it may be possible at time of manufacture to lock
different devices on to different frequency ranges. Also,
potentially a transceiver may have an RF channel selector
comprising a bank of switchable filters [2], from which

it may select one to use for transmission/reception.

« In cognitive radio networks, given a multi-hop network
of secondary users attempting to utilize unused spectrum,
some channels may be locally unusable due to the pres-
ence of an active primary user in the vicinity.

Thus, there is need to address the issue of multi-channel net
work performance in the presence of constraints on channel-
switching, both in terms of determining how asymptotic &-an
port capacity is affected by the constraints, and designing
protocols for efficient channel-coordination, and dataisfer.

It has been proposed in [3] that extremely inexpensive
wireless devices can be manufactured if it is possible tallean
untuned radios whose operating frequency may lie randomly
within some band. Also considered in [3] is the possibilitsitt
each device may have a small number of such untuned radios,

Earlier work on protocols for multi-channel wireless netznd a random network coding based approach is proposed
works [1] has assumed that each node is capable of switchiggrelay information between a single source-destinatiain p
on all channels. This assumption may be challenged by emeggmme work on cognitive radio has addressed the issue of
ing paradigms in wireless networking, such as envisiong@ordination in the face of restricted and variable channel
large-scale deployment of extremely inexpensive wiretlss yajlability at individual nodes due to active primary user
vices embedded in the environment, and dynamic spectrym [s5].
access via cognitive radio. We briefly summarize some suchHowever, no formal theoretical models have been developed
scenarios: for the various types of switching constraints encounteéned

« The need for low-cost, low-power radio transceivers tthese previous works, and in other anticipated scenarius, a

be used in inexpensive sensor nodes can give riseth® impact of the constraints on network performance in a

many situations involving constrained switching. Hardgeneral multi-hop setting has not been quantified.

ware complexity (and hence cost), and/or power con-In this paper we present an initial foundation for this

sumption may be significantly reduced if each node opetemain by introducing some models for constrained channel

ates only in a small spectral range, and switches betwesssignment, and exploring issues of connectivity and prars
capacity for some of these models.

We consider an adjaceft, f) channel assignment model,
and show that theper-flow capacity for this case is

radios. We also consider a random(c, f) assignment where each
node may switch between a pre-assigned random subset &f

channels. For this model, we prove thatper-flow capacity is

O(W, /Py (where png = 1 (1— £)(1- g1p)..(1- o={+7)) and

QW,4 /ﬁ).

Index Terms— Multi-channel, switching constraints, connectiv-
ity, capacity, adjacent (c, f) assignment, random (c, f) assign-
ment, detour-routing.

I. INTRODUCTION
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OW,/ ngn). We then use the results for this model to obtaimodel captures channel unavailability due to an active @rym
asymptotic capacity results for untuned radios with randotser in the vicinity in cognitive radio networks, as well as
source-destination pairs. We also consider a randonfi) situations where an external source of noise leads to poor

assignment model. For this model, we prove tpat-flow channel quality in a certain region.
capacity iSO(W, / Pmd) (p..q4 is defined in Section XI) and m

N ETWORK MODEL

QW / gregr)- + We also briefly discuss a spatially correlated In the assumed network modet, nodes are located uni-
channel assignment model. formly at random in a unit area toroidal region. Nodes use
Due to paucity of space, we are only able to provide higlaz common transmission rangén). Interference is modeled
level proof sketches in this paper, and most lemmas/themreusing the Protocol Model [8]. There areavailable channels
are stated without proof. Please see [7] for detailed proofs of bandwidth‘%’ each. We focus on the case where the total
number of available channets= O(logn). This is justifiable
because in large scale deployments, the number of nodes will
typically be much larger than the number of available ch#sne

In this section we elaborate on some of the models f@esides, whert = w(logn), there is a large capacity degra-
constrained channel assignment that we propose. Thesdgnodation even with unconstrained channel switching (as shown
assume that nodes possess only one interface each, there ang1]), thus making channelization an increasing liakjland
channels available, and all channels are orthogonal. Hervewconstrained switching may lead to additional degradathorl,
they may potentially be extended to the case where multigetentially unacceptable performance. As in [8], each niede
interfaces are available at each néde source of exactly one flow. It chooses a point uniformly at

. ) random (we shall refer to these points @seudo-destinations

A. Adjacent(c, f) Assignment throughout this paper), and selects the node (other thaff)its

We introduce an assignment model wherein a node ching closest to that point as its destination.
switch between a set of contiguous channel$2 < f <
c). Thus, if the frequency band is divided into channels
numbered 1, 2, ..., ¢ in order of increasing frequency, then,We use standard asymptotic notation [9]. Whéfmn) =
at manufacture/pre-deployment time, each node is assigne@®(g(n)), any functionh(n) = O(f(n)) is also O(g(n)). We
block locationi uniformly at random from{1,...,c— f + 1} often refer to such a situation &gn) = O(f(n)) = O(g(n)).
and thereafter it can switch between the &et..,i+ f —1}. We often refer to results as holdingith high probability
This model is relevant when each individual node has (w.h.p.), by which we mean with probability 1 @s— c. As
tranceiver with limited tunability, and thus may only switc in [8], we say that the per flow network throughput\gn) if
between a small set of contiguous channels. It is also pessibach flow in the network can be guaranteed a throughput of at
to establish a mapping between specific instances of tlégistA(n) with probability 1 asn — . Whenever we use log
model, and the case of untuned radios (see Section X). without explicitly specifying the base, we imply thetural

logarithm.

nlogn

Il. SOME MODELS FORCONSTRAINED CHANNEL
ASSIGNMENT

IV. NOTATION AND TERMINOLOGY

B. Random(c, f) Assignment

In this assignment model, a node is assigned a subset of
f channels(2 < f < c¢) uniformly at random from the set of It was shown by Gupta and Kumar [8] that for a single-
all possible channel subsets of sizeThis model can capture channel single-interface scenario, in an arbitrary nekwte
situations where tiny low-cost sensor nodes may be equippef flow capacity scales 6@(%) bit-m/s per flow, while in
with a transceiver having a bank éffilters (e.g., such a designa random network, it scales @(%) bits/s. It was also
has been proposed in [2]). One can envisage scenarios whg{gwn in [8] that if the available bandwidi is split into
each filter operates on some random channel determinecc@hannels, with each node having a dedicated interface per
time of manufacture. channel, the results remain the same.
C. Spatially Correlated Channel Assignment . The throughput-delay tr_ade-off was ;tudigd in [10], and

it was shown that the optimal trade-off is given Byn) =
In this model, a set oN pseudo-nodes is placed randomI)@(nT(n)) whereD(n) is delay, andT (n) is throughput. The

in the network, in addition to the regular network nOde%-apacity of ultra-wideband (UWB) networks was studied in
Each pseudo-node is assigned a randomly chosen chanpal], and [12].

All network nodes within a distancR of a pseudonode with |y the multi-channel context, an interesting scenarioearis

assigned channel are blocked from using channel This \yhen the number of interfaces at each node may be smaller
than the number of available channals This issue was
analyzed in [1] and it was shown that the capacity results
2 . . are a function of the channel-to-interface rafio It was also
In these models, we assume tleat 2, asc =1 is the single channel case h hat in th d K h h clisti
in which f =c=1 is the only possibility. In Section VI, we explain why we S Own_ that "_1 the random network case, there are t re_e _Stm
do not allow f =1 for ¢ > 2. capacity regions: wheg = O(logn), the per-flow capacity is

V. RELATED WORK

1We have recently obtained new results showing that capadityrandom
(c, f) assignment iO(W ﬁp%n), for c= O(logn). Please see [6].



nV\tl)gn’ when £ = Q(logn) and alscO (n(lolgc;)gr?n)z) ,the per for details) and hence avera@(ﬁ) hops. Thus per flow
throughput is limited toO( 7t )-
flow capacity is©(W,/), and whenS = Q (n ('O%S’r?”) ) c) Interference and Destination Bottleneck Constraint:
o In [1], it was established that the per flow capacity is con-
the per-flow capacity i©( fogn

Another relevant body of work is that on bond percolatioﬁtralned tOO(W\/ %)' when smgle-mterfage nodes can switch
in wireless networks, e.g. [13]. The constrained assignmeﬁo any c.han_nel. It was also shown that if some node can be
considered by us also lead to nodes within range being able't§ destination of up\}vﬁ)(n) flows, the per-flow throughput is
communicate only with a certain probability. However, kali constrained to b®(g). These upper bounds also apply to

percolation, in our case the probabilities are not indepand the adjacentc, f)-assignment case, since whatever is achiev-
for all nodes pairs. able with adjacentc, f) assignment, is also achievable when

A multi-channel multi-hop network architecture has beefi0des can switch to any channel. _ _
considered in [14] in which each node has a single transgeive NOt€ that since we are only interested in the regos
and nodes have quiescenthannel to which they tune whenQ(logn), the connectivity constraint is asymptotically domi-
not transmitting. A node wishing to communicate with &2t
destination tunes to its quiescent channel, and transimés t
packet to a neighbor whose quiescent channel is the same ) . S
as that of the destination. Thereafter, the packet proceed&ecall that in this model, the frequency band is divided
towards the destination on the quiescent channel. This HBY € channels numbered 1, 2, ..., ¢ in order of increasing
some similarity to our model and constructions in that a floffeduency, but an individual node can only usechannels
seeks to transition to a target destination channel (setioBec (Where 2< f <c). At deployment time, each node is assigned
IX and XIII for our constructions). However, in their cashet @ block location uniformly at random from 1..,c—f +1 and
transition can happen trivially at the very first hop, sinbe t thereafter it can switch between the set.,i+f —1 . Thus,
source node is always capable of tuning to the destinatioff¥ Probability gfgjat a node is C&P;’ibl? ?f switching to channe
quiescent channel. In our models nodes can only switch briS given by ps (i) = minfle o L, since channel

c—f
some channels, and this needs to be taken into account. occurs in mifi,c—i+1,f,c— f+1} blocks, and each block
is randomly chosen with probabllltgj—+1 .
VI. UPPERBOUNDS ONCAPACITY Let us call channels witrpgd‘(i) > zic the preferred chan-
Some general constraints on the capacity of the network (1'2 ?lasr;nzrsenétolr:a Zscafm Z?ethtza(t:’h;%rn;gy hS:”‘;c? ,—0 pt|g>u<3fus
any channel assignment model) are as follows: ' I7] i ; VEpSf () = 2
if f—q1 Hence, each node can switch on> [2] > 5 preferred

a) Source-Destination Constraint for £ 1.
but c > 1, then a source and its destination should have tﬁgannels. Also note that non-preferred channels only occur

same channel for communication between them to be possi@g_lt_f;]e frlngbesbﬁ_f the;}frequen;y ba'nr?.bl K iGinsh
This may not always happen if the channels are assigned ran- € probat llity that a node with bloc ocat|0r_13 ares
channel with another randomly chosen node is given by

domly. To illustrate, consider the class of assignment eodé L (1eminfi—1, f—1}+minfc— f+1-1,f—1})

where the assignment to individual nodes is i.i.d. Suppoddi(l) = o f+1 - Since block loca-
Pri and dst(i) share a channél< p. If the traffic model is tions are chosen uniformly at random from.1c— f +1, the

such that any single node can be the destination of only uftgPability that two randomly chosen nodes share at least on
D(n) flows, then we argue thus: channel is given by:

We can obtain at leastsgr—| pairs with distinct nodes 1 o f+l _
(thus leading to independent probabilities). The protighbil Padi = s 77 Zl Padj(i) 1)
that at least one of thesource-destination pairs have different =
channels can be lower bounded by the probability that at least can pe seen thdgin{f,?*flﬂ} < Pagj(i) < min{fo;LcIHl}.
one of these distinct paiEs do not share a common chann]erl1,us min{fc—f+1} _ Cfgmin{zf,l,c,fﬂ} e
and this is at least 2 p'2®/, When Iog(%) — (2 it Tofr = Padis c-f+l ¢
grows to 1, as — o. Thus, the network capacity would be 0A. Necessary Condition for Connectivity
For the adjacentc, f) and randonc, f) assignments studied an adaptation of the proof techniques used to obtain the
in this paper, this condition holds when> 1, and sof =1 necessary condition for connectivity in [15], enables ooe t
whenc>1 yields zero capacity. Whef > 1, as in the rest handie connectivity with adjacert, f) assignment.
of this paper, this constraint does not apply. Theorem 1:With an adjacent(c, f) channel assignment

b) Connectivity ConstraintSuppose the necesary conditwhen ¢ = O(logn)), if p = min{%,l} , and Tr2(n) =

tion for connectivity is that(n) = Q(g(n)). Thus, the spatial (iognb(n)) whereb = lim b(n) < 4o then:
re-use in the network is limited tco(ﬁ) concurrent pn- " e '
transmissions on any single channel. %esides, each source-
destination is separated by avera@¢l) distance (see [8]

Wmloglogn)

VIl. ADJACENT(c,f) CHANNEL ASSIGNMENT

lim infPr[ disconnectiorj > eP1-eP? >0



where bydisconnectionwe imply the event that there is a Lemma 3:If there are at Ieasm nodes in every cell

partition of the network. D, then, for all adjacenpreferredchannels andi+ 1, there

The proof is omitted due to space constraints. Please see ffg at least 12log nodes in the cell having both channéls
andi+ 1, with probability at least % g, whereg, = O().

B. Sufficient Condition for Connectivity n

clogn Lemma 4:If there are at Ieasm nodes in every cell,

It can be shown that setting(n) = a;/ =5, for some o _ ‘
suitable constangy, suffices for connectivity. This will be @nd ifi andi+xare bothpreferredchannels, where < 3],
evident from our lower bound construction for capacity, andf€n there are at least 12Iogiodes in the cell having both
the proof is hence not presented separately. channel? and i+ x, with probability at least * gz, where

o3 = O(%)-

VIIl. A DJACENT(c, f) ASSIGNMENT. CAPACITY UPPER
BOUND A. Routing

We proved that the necessary condition for connectivity Let us denote the source of a flow as S, the pseudo-

impliesr (n) = Q( Clggn)_ Then by the connectivity constraintdestination as D', and the actual destination as D. If there

mentioned in Section VI, the per flow throughput is limited t4/€re No constraints on switching, we could have used a rgutin

T . . . strategy similar to that in [8], in which a flow traverses the
ow V cniogn) (recall that, as in [15], the disconnection EVeNtEe|is intersected by the straight line SD’, and thereaftsds

considered involved individual nodes getting isolated] tus to take at most one extra-hop to reach the actual destination

some source node would be unable to communicate with 55 which must necessarily lie either in the same cell as D’ or

destination). in one of the 8 adjacent cells. If that were the case, it can be
claimed that:

Lemma 5:The number of SD’'D routes that traverse any
_ ~ cellis O(ny/a(n)).

We present a constructive proof that achievege shall hereafter refer to this routing as straight-lineting,
Q(W,/ngn). This construction has similarity to theas it basically comprises a straight-line except for thé thap.
constructions in [8], [10], and [1], but must now handle the Lemma 6:No node is the destination of more than
constraint that a node may not switch on all channels. Tiglogn) = O(na(n)) flows.
surface of the unit toru§ i; divided intq square cells of area For adjacent(c, ) assignment, we cannot stipulate tadt
a(n) each. The transmission rangén) is set to./8a(n), ws be routed along the (almost) straight-line path SD'D.

thereby ensuring that any node in a given cell is within rangg’. >, . . T
is is because the flow is required to traverse a minimum

of any other node in any adjoining cell. Since we utiliz b ¢ h i be able t tee that it itch
the Protocol Model[8], a node C can potentially interfereNUMOETr 0f Nops 1o be able fo guaraniee that it can Switc
with an ongoing transmission from node A to node B, onl om source channel to destination channel w.h.p. We eldbor

' urther on this issue.

if BC< (1+A)r(n). Thus, a transmission by A in a given i » »
cell can only be affected by transmissions in cells with some Channel Selection and Transition Stratedpitially, after

point within a distancé2-+A)r(n) from it, and all such cells €ach source has chosen a random destination, the flows are
must lie within a circle of radiu©((1+A)r(n)). Sincea is processed in turn and each is assigned an initial source

independent of, the number of cells that interfere with achannel, as well as a target destination channel.
given cell is only some constant (s&y. Suppose the source S of a flow is assigned channel set

_ 100clogn - " /80kclogn (i,...,i+ f —1), while the destination D ha§j,...,j + f —1).
we choos.ea(n) = —m (e r.(n) B fn ).'d | . The flow chooses one of the> % preferredchannels available
_Lemma_l.Suppose We are given a unit toroida r€gIoNyt the source uniformly at random. Let us denote itlbyt
W'th n p_0|_nts chated l_m|form|y at random, and the r€g191so chooses one of the> % preferredchannels available at
is sub-divided 1|On£(?n)aX|s-parallel square cells of ara(a) the destination (let us call it) as the channel on which the
each. Ifa(n) = flow reaches the destination. The destination channel ehoic

IX. ADJACENT(C, f) ASSIGNMENT. CAPACITY LOWER
BOUND

. logn 1 < a(n) < ool then each cell

has at least 1Gf(n)logn —50logn > 500‘(”%09” points and 3y he made in any manner, e.g. we may make an i.i.d. choice
at most 10@(n)logn+50logn < 15Qx(n)logn points, with  amongst all channels available at the destination. We assum
probability at least 1 32109 : : ;) f
n_- _ without loss of generality, thdt<r. Suppose —1 =K'| 5| +
Thus, by Lemma 1, the number of nodes in any Ce”1(0§ m< ng)' Thusk/ = I=l-m < ¢=1 _ 2(c-1) < 4%;. Note

lies between3X19 ang 15%199N yjth probability at least STI™ 7f1

1_ 50logn that given two preferred channélandr all channeld <i <r
=

oclogn ] must also necessarily be preferred. Then, from Lemma 4,
Lemma 2:1f there are at least2" nodes in every cell j ig always possible to transition frorh to r in at most

D, then there are at least 12logodes in each cell on each ofyy | 1 < steps] — 1+ | S0+ 5] = 1+2[5],...1 +k'L%J -

f f f
the preferredchannels, with probability at least-1q1, where | +k’L%J Tm=r. Thusz, - rozute passe52 through a sequence

Al
Q1= O(ﬁz)- of nodesxy, Xz, ...k such thaix; andx, share channé| x, and




B. Balancing Load within a Cell

Per-Channel Load:Recall that each cell ha®(na(n))
nodes w.h.p., an®(n\/a(n)) flows traversing it w.h.p.

Lemma 12:The number of flows that enter any cell on any
single channel i:O(n—Vj(”)) w.h.p.

Lemma 13:The number of flows that leave any given cell
on any single channel i@(n—vf(”)) w.h.p.

Fig. 1. lllustration of detour routing

f " Per-Node Load:
s > .
X3 share channdlt | ;| and so on. Wheh>r, the transitions Lemma 14:The number of flows that are assigned to any

are of the forml—>I—L£J,...,r. ) - ny/am

Thus, we stipulate that the straight-line path be followe@"€ node in any cell i©(=z—) w.h.p.
if either the chosen source and destination channels are fer.,nsmission Schedule
same, or if the straight-line segment SD’ comprises 4TC . ,
intermediatehops. If S and D’ (hence also D) lie close to As noted earlier, each cell can face interference from atmos
each other, the hop-length of the straight line cell-td-path @ constant numbés of nearby cells. Thus, if we consider the
can be much smaller. In this casedatour path is chosen. resultant cell-interference graph, it has a chromatic nermb
Consider a circle of radiuér (n) centered at S. Choose a poinfil Most 1+ B. We can hence construct a global schedule
on this circle, say P. In the consideree- O(logn) regime, P "aing 1+ B unit time slots in each round. In any slot, if
can be any point on the circle. Then the route is obtained Bycell is active, then all interfering cells are inactive.eTh
traversing cells along SP and then PD’D. This ensures tkat fiext ISSUe IS that (_)f intra-cell scheduling. We need to safeed
route has at least the minimum required hop-length (prm/idgansmssmns during the cell’s slot, so as to ensure thanyt

by segment SP). This situation is illustrated in Fig. 1. tl[]ne |ns|t<_3\nt,hthere" |sBat _?OSt one ltransm|(SjS|on on anyhglven
A non-detour-routed flow is initially in aprogress-on- channel in the cell. Besides, we also need to ensure that no

source-channehode, and keeps to the source channel till theﬂetOde |st_exp§ctted ;[ovt\;ansmlttr?r ][elclze|ye more thdan O?e pba:cket
are onIy“TC intermediate hops left to the destination. At thi&" any ime instant. We use the foflowing procedure to obtain

point, it enterstransition mode, and starts making channe?nvilmra'celi Sc?edUIe:ﬂ. ¢ h based th des in th

transitions along the remaining hops, till it has transitd i ¢ corllls rucd E.it cog_ Ic gtrap I aset Otﬂ i teh noh es in de
into its chosen destination channel. Thereafter, it remaifictve Cell. and Its adjacent cells (note that the op-sende
on that channel. When a flow enters a cell frogress-on- of each flow shall lie in the active cell, and the hop-receiver

source-channeinode, amongst all nodes in that cell capabl%h"’lII “et n O?e (}f the aﬁlj:cen:hcetlls), as fOHOKVS: the crea_ate_
of switching on that channel, it is assigned to the node whigiyParate vertexior each tiow that requires a hop-transomssi

has the least number of flows assigned to it on that c:hanr'félthe cell (note that we countgd possible repeat travetsﬁl§
so far. detour-routed flows separately in Lemma 11, and now a twice-

. : . traversal can be treated like two distinct flows for schauyli
A detour-routed flow is always itransition mode. . . .
purposes). Since the flow has an assigned channel on which
Lemma 7:Given that the high probability event in Lemmdt Operates in that particular hop, each vertex in the gragh h
4 holds, suppose a flow is qureferredsource channeland @n implicit associated channel. Besides, each flow (andehenc
needs to finally be omreferred destination channej. Then itS vertex) has an associated pair of nodes corresponding to
after having traverseti > 4 + 1 cells (recall that  f < c) the hop-endpoints. Two vertices are connected by an edge if
, it is guaranteed to have made the transition. (1) they have the same associated channel, or (2) at least one
of their associated nodes is the same. The scheduling pnoble
: thus reduces to obtaining a vertex-coloring of this graptud
I_Cemma 8:The length of any route increases by only,,ye 5 vertex coloring, then it ensures that (1) a node isreve
O(f) == O(logn) hops due to detour routing. The averaggjmyitaneously sending/receiving for more than one flow (2)
route length increases b§(logn) hops. no two flows on the same channel are active simultaneously.
Lemma 9:If the number of distinct flows traVerSing any Ce”The number of neighbors of a graph vertex is upper bounded
is x with pure straight-line routing, it is+ O(n%rz(n)) = by the number of flows entering/leaving the active cell ort tha
x+ O(log*n) even with detour routing. channel, and the number of flows assigned to the flow’s two
hop endpoints (both hop-sender and hop-receiver). Thaanit

Lemma 10:The number of distinct flows traversing any celbe seen from Lemmas 12, 13 and 14 that the degree of the
is O(ny/a(n)) w.h.p. even with detour routing. conflict graph isO(—nV:(n)). Since any graph with maximum

Lemma 11:The number of flows traversing any cell indegredd is vertex-colorable in at most+ 1 colors, the conlict
transition mode isO(log*n) w.h.p. graph can be colored iﬁ)(n—vca(n)) colors.



Thus the cell-slot is divided int®( n\/a(n>) -0 Ve adjacent(2c+ 2,3) assignment, and the necessary condition
¢ 5(r)r the (virtual) (2c+ 2,3) assignment continues to hold for

equal length subslots, and all flows in the cell get a slot f ) ) R
. L . f the corresponding untuned radio case. This yields an upper
transmission. This yields that each flow will getw ) . 1
bound on capacity o®O(W WOgn).

cnlogn
throughput. )
We thus obtain the following theorem: It can be shown that a schedule constructed for an adjacent
(4c+1,2) assignment can be used almost as-is with untuned
Theorem 2:With an adjacentc, f)-channel assignment, theradios (except that the number of subslots in the cell-slagtm

network capacity i<D(W lf ) per flow. increase by a factor of 11 to avoid interference due to opgrla
eniogn We perform a virtual channelization of the barBy, )
X. THE CASE OFUNTUNED RADIOS into 4c+ 1 orthogonal sub-bands. If a radio’s carrier frequency

. ) lies within virtual channeli, it is associated with virtual
The untuned channel model is as follows: each node po%- o - ) . .

. . . . .channel block(i,i + 1), andi is called its primary virtual
sesses a transceiver with carrier frequency uniformly dlghannel Note that if a node’s orimary channel i is alwavs
tributed in the rangéF;,F,), and admits a spectral bandwidth ) P 4 ’ y

B. Letc— LFZEFlJ- Thenc s the maximum number of disjoint capable of communicating with all nodes with primary vittua

. i—1<j<i i i
channels that could be possible. However the channels gpanneh 1<j<i+1, but we wil pretend that it can

untuned and hence partially ovelapping, rather than d1610|0rﬁ.‘y communicate with those hf”“"”g‘“ I+ 1. Thus, 'f a
S .~ pair of nodes share a channel in the virtual channelization,
As per the assumption in [3], two nodes can communicaie . T
) : . . . en they are always capable of direct communication in the
directly if the carrier frequency of one is admitted by thbert o . .
) : . ctual untuned radio situation. The probability that a eadi
i.e., if there is at least 50% overlap between two channels; . o L1 .
nas virtual channel blocki,i+1) is z;, same as for adjacent

communication is possible. We consider the issue of C@pac{4c+1 2) assignment. In the adjacefc+ 1, 2) assignment
of a randomly deplqyed network <m‘nodes, where each nodea” channel are orthogonal and can operate concurrentih Wi
has an untuned radio, and each node is the source of one flow . : ;

. s untuned radios, we assume two nodes can interfere if there
with a randomly chosen destination.

. s Fome spectral overlap. Thus, a transmission by a node
Even though each node only possesses a single radio an ; . : o

. : on carrier frequencyF can interfere with transmissions by
stays on a single sub-band, due to the partial overlap betwen%deS with carrier frequency in the rangé — B,F + B)
sub-bands, it is still possible to ensure that any pair ofaesod d y ' '

: . : H?nce, the transmission schedule for untuned radios is made
will be connected via some path. Contrast this to the case 0 . : : : .
to follow the additional constraint that if a node with prima

(;rt:hcigc;r:]?jlccza{l nseclxzt\;vzzri?svgef igg dueesd;?esgizt(;zrr:r:/;é?ea:jt \]f\rlgﬂﬂtual channeli is active then no node with primary channel

’ ' ) . I—5< ] <i+5 should be active simultaneously. This would
each other because they do not share a channel. Itis pOEBIb|8 crease capacity by a factor of 11, but would not affect the
map the partial overlap feature of the untuned channel @SCtder of the asymptotic results AIs’o in the actual network
adjaceni2c+2,3) and(4c+1,2) assignment. Note thdt=2 ymp X '

involvi i i Bpto 2N
allows for all nodes to be connected, even with orthogon':!?lvmvIng untune_d rad|os_, a_transcew_er can use c
channels. Spectral bandwidth, while in the adjacefdic + 1,2) case, it

would be 2=01 leading to the possibility of having a higher

; ; i i 4c+1
We map the untuned radio scenario to & scenario hav'ﬂgta—rate in the former, given the same transmission power,
(2c+2,3) adjacent channel assignment.

. 2 modulation, etc. However this can only affect capacity by a
We perform a virtual channelization of the baily, ) y pactty by

. o - mall constant factor, which does not affect the order of the
into 2c orthogonal sub-bands. We add an additional (virtu sults

sub-band of the same width at each end of the band, to ge . :
n the adjacent4c+ 1,2) case, our construction performs
2c+ 2 orthogonal channels, numbered.12c+ 2. Thus 1 and . .
transitions to ensure that a source on chanfielst+ 1) and

2c+ 2 are the artificially added channels. If a radio’s carrier o A .
. e o . .. a destination on channe($+ j,i+ j +1) can communicate.

frequency lies within virtual channe] it is associated with In the untuned radio case, transitioning is done througheaod

virtual channel block(i —1,i,i+1), andi—1 is called its ' 9 9

primary virtual channel. Thus the primary channel can Onlthat provide the required virtual channel pair, and the same

be one of 12,....2¢ (since the carier frequency can Onlyl¥an5|t|0n strategy as fofdc+ 1,2) a?5|gnment continues to

fall in 2,...2c+1). If a node’s primary channel ig it is WOrk. Hence the capacity (W, /g5gr) per flow.

capable of communicating with all nodes with primary vittua We re-emphasize that even thoufjk- 1, the untuned nature
channeli—2 < j <i+2 in the virtual channelization. In of the radios allows for a progressive shift in the frequency
the actual situation, the node with the untuned radio woufyer which the packet gets transmitted, thereby allowing a
be able to communicate with some subset of those nodstep-by-step transition from the source’s carrier freqyeto
Thus, if a pair of nodes cannot communicate directly i frequency admitted by the destination. The adjagent)

the virtual channelization, they cannot do so in the actuelodel captures this progressive frequency-shift charistit
situation either, and disconnection events in the former aand is thus able to model the untuned radio situation.
preserved in the latter. The probability that a node hasia@irt  From the upper and lower bounds proved in this section, it

channel block(j,j+1,j+2) is 2—1C i.e., the same as for follows that the capacity of the untuned radio network, when




c=0O(logn), is ®(W Cmogn) per flow. each cell bordering a filled cell, of all nodes sharing at leas
one common channel with some node alreadix), one is
X1. RANDOM (C, f) ASSIGNMENT chosen uniformly at random, and is added®¢x); the cell

In this assignment model, a node is assigned a subsetgefs added to the set of filled cells. This process continues
f channels uniformly at random from the set of all possiblieratively, till there is one node from every cell #(x). From
channel subsets of size Thus the probability that a node isour earlier observations, for all nod&,sﬂ%(x) eventually covers
capable of switching on a given chanrieis p"(i) = % = all cells with probability at least & -5,.
pnd.vi, and the probability that two nodes share at Ieast oneNow consider any pair of nodesandy. If B(x)NB(y) # @,
channel is given byng =1— (1——)(1— —) ~(1- i.e., the two backbones have a common node, themdy

" are obviously connected, as one can proceed fxam B(X)

A. Necessary Condition for Connectivity towards one of the intersection nodes, and thengeotoB(y),

Theorem 3:With a random (c, f) channel assignmentand vice-versa.

c— f+1)

(whenc= O(Iogn)) if Tr?(n) = ('og%nb wherep = pig = Suppose, the two backbones are disjoint. Themdy are
1-(1- _)(1 _ _) L(1- m)’ and ¢ = O(logn), and Still connected if there is some cell such that the member of
b= limb(n) < + then: B(x) in that cell (let us call itgx) can communicate with the
n—e member ofB(y) in that cell (let us call itqy), either directly,
Aimooinfpr[ disconnectior] > e ?(1—e®) >0 or through a third nodegy andgy can communicate directly

with probability 1 if they share a common channel. Thus the

where bydisconnectiorwe imply the event that there is acase of interest is one in which no cell hgsandgy sharing a
partition of the network. channel. If they do not share a common channel, we consider
the event that there exists a third nad@mongst theransition
facilitators in the cell through whom they can communicate.

Theorem 4:With r%(l;tog[?m (c,f) assignment (wherc = Note that, for two given backboneB(x) and B(y), the
O(logn)), if Tr?(n) = =237, then: probability that in a network cell, givegy andgy that do not
share a channel, they can both communicate with a third node
that did not participate in backbone formation and is known

B. Sufficient Condition for Connectivity

Pr[ network is connectet— 1
Proof: We present a construction based on a notlon(T

g lie in the same cell, is independent across cells. Thezefo
per-node backbones. Consider a subdivision of the toroi ﬁe overall probability can be lower-bounded by obtainiag f
unit area into square cells of aredn) = 12290 Then P y y 9

Prdf} Iogn one cell the probability ofx andgy communicating via a third

settinga(n) = ﬂ in Lemma 1 there are at lea nodes nodez, given they have no common channel, considering that

in each cell with high probability. Set(n) = \/8a(n ) Thena each cell has at lea O%” possibilities forz, and treating it

node in any given cell has all nodes in adjacent cells withigs independent across cells. We elaborate this further.

its range. Within each cell, choos@ nodes uniformly  Let g« have the set of channe®(dx) = {Cx,,...,Cx }, and

at random, and set them apart @ansition facilitators (the qy have the set of channe(qy) = {cy,,...,Cy, }, such that

meaning of this term shall become clear later). This Ieave}{qx) NC(gy) = ¢. Consider a third node amongst the

at least %! 5% nodes in each cell that can act backbone transition facilitators in the same cell gg anday. We desire

candidates z to have at least one channel common with bGiuy)
Consider any node in any given cell. The probability thaind C(qy). Then let us merely consider the possibility that

it can communicate to any other random node in its rangeenumerates it§ channels in some order, and then inspects

iS prmd. Then the probability that in an adjacent cell, there ihe first two channels, checking the first one for membership

no backbone Candldate node W|th WhICh it can communicate C(qgyx), and checking the second one for membership in

is less than(1— prg) Pmd Prnd < M n48 The probability C(qy). This probability |s( )(C—fl) f—z . Thusgy andgy can

that a given node cannot communicate with any node in §2

some adjacent cell is thus at mo§g (as there are upto 8 communicate througl with probablhty Pz > Q(Iog n)

adjacent cells per node). By applying the union bound ov&here arez'ozn possibilities forz within that ceII and all the

all n nodes, the probability that at least one node is unakpessiblez nodes have i.i.d channel assignments. Thus, the

to communicate with any backbone candidate node in at leaspbability thatgy and gy canr;lot communicate through any

one of its adjacent cells is at m zin the cell is at most1— p,) ™ , and the probabiliy they
We associate with each nodea set of nodesB(x) called . . 2logn

the primary backbone fox. B(x) is constituted as follows. ¢&1 indeed do So igxy > 1— (1— py) Pmd

Throughout the procedure, cells that are already covered by Thus, the probability that this happens in none of

2l Prndn
the under-construction backbone are referred téilkesl cells. pmldr:gn cells is at most1— pxy) 108155 <(1-py) e rngw -

X is by default a member aB(x), and its cell is the firsfilled . 1 2logn Prngn Q-0
cell. From each adjacent cell, amongst all backbone catelidgl — &) Pmd %" — e o (recall that ¢ = O(logn)).

nodes sharing at least one common channel wjtlone is Applylng union bound over all(z) < 72 node pairs, the
chosen uniformly at random is added®¢x). Thereafter, from probability that some pair of nodes are not connected is at



_ n
most e Q;@fn) < %efﬂ(ﬁz;)ﬁlog” . 0. Thus the probability Duri-ng theprogress-on-source-chanr’qelhase, the next hop
of a connected network converges to 1. m hode is chosen to be the node in the next cell which has

the smallest number of flows assigned so far on that channel,
XIl. RANDOM (c, f) ASSIGNMENT. CAPACITY UPPER  amongst all nodes that can switch on the source channel.
Bounbp In the ready-for-transitionphase, it may be assigned &my
Since the necessary condition for connectivity requires theligible nodethat provides either the transition opportunity, or
r(n) = Q( logn ), the per flow capacity i©O(W, /-Pnd) from the source channel (for flows yet to find a transition), or the
: Proal - hlogn . estination channel (for flows that have already transitbn
the discussion on the connectivity upper bound in Section \H ) o y
into their destination channel).
XIll. RANDOM (c, f) ASSIGNMENT. CAPACITY LOWER A detour-routed flow is always iready-for-transitionrmode.
BoOuND

We present a constructive proof that achieves Lemma 16:Suppose a flow is on source channeand

QW ngn)- This construction is quite similar to thatneeds to finall;zl belon destination chanfpeThen after having
for adjacent(c, f) assignment. The surface of the unit torus igaversedh > | ((fil))W distinct cells (recall that Z f <c, an
divided into square cells of are®(n) each. The transmission henceh= O(logn)), it will have found an opportunity to make
range is set to,/8a(n), thereby ensuring that any nodethe transition w.h.p.

in a given cell is within range of any other node in any Note that% < 2;45%_ Thus, the (almost) straight-line
adjoining cell. As discussed for the adjacent assignmese,casp'D path is followed if either source and destination chelan
the number of cells that interfere with a given cell is onlgre the same, or if the straight-line segment SD’ provides

some constant (s&). We choosa(n) = 22%0°9" (resultantly > [ intermediatehops. If S and D’ (hence also D) lie

r(n) = /80(§Logn). Thus, Lemma 1 applies for this case too close to each other, the hop-length of the straight Iinetqell
50clogn cell path can be much smaller. In this casejedour path is

Lemma 15:If there are ~ nodes in every cell, then o ocon Consider a circle of radifigt: ]r(n) centered at S.
there are at.least ZSIQQnOdeS in each cell on eachlof the Choose any point on this circle, say P, so long as P does not lie
channels, with probability at least-1q, whereq = O(nj)' in the same cell as D (this guarantees at least one interteedia
A. Routing hop even if% < 1). Then the route is obtained by traversing

Observe that Lemmas 5 and 6 stated in Section IX for SD’EFHS along SP and then PD. This ensures that the route has
routing are applicable here too. at least the minimum required hop-length (since the segment

In case of random(c, f) assignment, as with adjacemS_P al_ways _ﬂrowdesdqt he_aﬁ%] distinct hops(cells). This
assignment, we cannot stipulate thdltflows be routed along Situation is illustrated in Fig. 1.

the straight-line path SD'D. A flow may be required to tra€ers | emma 17:The number of distinct flows traversing any cell

a minimum numl_aer of hops to be a_lble to ensure that it will O(n@) even with detour routing.
find an opportunity to make the switch from source channel

to destination channel. Lemma 18:The number of flows traversing any cell in
Channel Selection and Transition Stratedyitially, after ready-for-transitionmode isO(log*n) w.h.p.

each source has chosen a random destination, the flows reB lancina Load withi Cell

processed in turn and each is assigned an initial source alancing Load within a Ce

channel, as well as a target destination channel. The source Per-Channel Load:Recall that each cell ha®(na(n))

channel for a flow originating at nod®is chosen according Nodes w.h.p., an®(n\/a(n)) flows traversing it w.h.p.

to the uniform distribution from thef channels available at Lemma 19:The number of flows that enter any cell on any

S. The destination channel may be chosen from amongst #iagle channel i@(@) w.h.p.

f channels available at destinatinin any manner, e.g., it Lemma 20:The number of flows that leave any given cell

may be the one with the smallest number of incoming flows;, any single channel i( n\/ﬁ) w.h.p.
assigned to it so far. Per-Node Load: ¢

We stipulate that a non-detour-routed flow is initially in | amma 21:The number of flows that are assigned to any
a progress-on-source-channglode, and keeps to the source ny/aln)

one node in any cell i©(——) w.h.p.

channel till there are onW%} intermediate hops left to the c

destination. At this point, it entersraady-for-transitiormode, C. Transmission Schedule
and actively seeks opportunities to make a channel ransiti  tpe (ransmission schedule is obtained in a manner similar
along the remaining hops. It makes use of the first OppoRUN{, Section IX-C. First, we obtain a global inter-cell schisqu

that presents itself, i.e., if @ node in a on-route cell pi@® ,nq then construct a conflict graph for intra-cell schedylin
the source-destination channel pair, the flow is assignéld +,,s it can be seen from Lemmas 19. 20 and 21 that the

node for relaying (the node received it on the source channel : ny/a(n)
and forwards it on the destination channel). Once it has ma@ggree of the conflict graph (). Thus the graph can

the transition, it remains on the destination channel. be colored inO(n—Vca(n)) colors. Thus the cell-slot is divided



traversing flows get a slot for transmission. This yieldstth& Source-destination pair that share a channel always have

each flow will getQ( —if W) throughput. We thus obtain 2 rout_e W'th. all links using _that channel (though Itis not
. cniogn capacity-optimal to use it with randor(t, f) assignment),
the following theorem:

since each channel is available on some nodes in each cell.

cnlogn . _ clogn
into O(ni/:(n)) — O \/T) equal length subslots, and glishare a channel. Note that if we s¢h) = ©(/=-), then

Theorem 5:With a random(c, f) channel assignment, the

described construction achieves throughputdw ﬁogﬂ
per flow.

XV. CONCLUSION

In this paper we have presented a case for the study of
multi-channel networks with channel switching constraint
XIV. DISCUSSION We introduced some models for channel switching conssaint

and presented connectivity and capacity results for twd suc

The lower bound constructions for the two assignment Mogodels, viz. adjacentc, f) assignment, and randof, f)-
els yield interesting insights. As is intuitive, when alldes  a5signment, wher = O(logn). While originally derived for
cannot switch on all channels, the transmission range negfignnelization in the frequency domain, our results can als
to be larger to preserve network connectivity, leading 10 ge interpreted in the time domain, and provide insights &bou
capacity degradation. Also, it may no longer be possibles® Uenergy-capacity trade-offs in networks with low-duty-teyc
the shortest route towards the destination, and a flow may n§,des. Furthermore, we believe that there is significant po-
to take a circuitous patfgtour routing in order to ensure that {entja| for extension of the current models, as well as swidy
the destination is reached. However, when the number of-chanyiger range of switching constraints.
nels is much smaller than the number of nodes, the increase
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