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Abstract— A wirelessad hoc network is formed by a group of wireless
hosts, without the use of any infrastructur e. To enable communication,
hosts cooperate among themseles to forward packets on behalf of each
other. A key challengein ad hoc networks lies in designingefficient rout-
ing strategies. While several routing protocols have been proposed,most
of them aim to selectone optimal route betweenthe source and destina-
tion. The MAC layer at eachintermediate nodeis then required to forward
packetsto the next downstreamnodeon that route. We arguethat choosing
a single optimal route at the network layer may not be sufficient. Knowl-
edgeof short-term channel conditions at the MAC layer can play an im-
portant rolein improving end-to-endperformance. Instantaneousinterfer -
ence,channel contention, power constraints and other considerationsmay
be takeninto accountalongwith the network layer’s long-term view. This
paper proposesMAC-layer anycasting — a forwarding strategy that com-
binesthe guidelinesfrom the network layer, with MAC layer knowledgeof
the local channel. We describesomeapplications of MAC-layer anycasting,
and discussthe performancerelatedtradeoffs.

|. INTRODUCTION

Wireless Ad hoc networks are infrastructurelessnulti-hop
networksin which nodesbehae asmobile routers.Becausenf
nodemobility andfrequentlink failures,the problemof choos-
ing suitablerouteshasbeenatopic of continuedresearchRout-
ing protocolsattemptto choose‘optimal” routeshasecdn some
optimality criteria(e.g.,numberof hops). However, in the pro-
cessof selectingan optimal route, the routing protocol is of-
tenfacedwith the decisionto choosebetweenwo equallygood
routes. Tiesareoften brokenrandomly MAC-layeranycasting
is aproposathataimsto utilize theknowledgeof instantaneous
channekondition,in breakingtiesbetweerroutes.Givenalter
nateroutes,the MAC layer canmake educatediecisionsn se-
lectingthe suitabledownstrearmeighboron shortertime scales.
Routeschosenby the network layer are“optimal” on a longer
time scale,andignoresthe possibility of transientvariationsin
link conditions. As elaboratedbelon, MAC-layer anycasting
can be usedto choosethe routesbasedon instantaneousink
conditions.

The key ideabehindMA C-layerarycastingis to achiese the
goalsof the network layer, while invoking short-termoptimiza-
tionsatthe MAC layer, basednlocal channekonditions.With
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the proposedapproachthe network layeris giventhe option of

specifyingmultiple downstreanrdestinationso the MAC proto-
col. The MAC protocolassumeshat forwardingthe paclet to

ary oneof thesedestinationss acceptablé¢o the routing layer.

Dependingonthecurrentchannektate the MAC layerthenfor-

wardsthe pacletto oneof the specifiecheighbors Out-of-order
pacletdeliveryis apotentialproblemwith proposednycasting.
We discusghis, andothertradeofs associatedvith anycasting,
laterin thepaper

The rest of the paperis organizedas follows. Sectionl|
presentpreliminarieson mediumaccesgontrolandroutingin
adhocnetworks. We proposeghe MA C-layeranycastingframe-
work in Sectionlll, anddiscussthe applicationof anycasting
in SectionlV. SectionV presentghe implementatiortradeofs
arisingdueto MAC-layeranycasting. We concludethe paper
with a brief discussiorin SectionVI.

Il. PRELIMINARIES

Routing protocols can be broadly classifiedinto “source-
routed” or “table-driven” protocols[1],[2]. In sourcerouting
[3], the senderof a packet completelyspecifiesthe route that
the packet musttraverseto reachits final destination.Johnson
etal. proposeddynamicsourcerouting (DSR)[3] in which the
sendemodefloodsa routerequest(RREQ) probein searchof
arouteto the destination.Intermediatenodesthat forward this
requestprobe,appendheir identifiersto the probe. The probe
thatarrivesfirst atthe destinatioris assumedo have arrivedon
the optimal path. DSR usesthis pathfor subsequendatacom-
munication.

Table-driven routing protocolsstorerouting information lo-
cally [4],[5],[6][7]- Nodesexchangerouting messagesgither
reactvely or periodically to updateeachotheraboutthe status
of links in the network. Whenanodeintendsto senddatapack-
etsto anothemode, it consultsits routing tablesfor a routeto
the destination. It forwardsthe datapaclet to the appropriate
neighborin theroute,whoin turn consultsts own tablesto for-



ward the paclet further. An intermediatenodeis often faced
with the decisionto choosebetweentwo of its neighborspoth
of which may be equallygoodfor forwardingthe pacletto the
final destination.Ties arebrokenrandomly without respecting
the possibility thatoneof the nodesmay not be suitablefor im-
mediatetransmissionWe believe thatanycastingcanbe useful
here—the MAC layercanmalke educatediecisionsn suchsce-
narios,leadingto potentialbenefitsin protocolperformanceln
thispaperwewouldreferto tabledrivenroutingprotocolswhile
discussinghe detailsof MAC-layerarycasting. Issuesarising
from the useof sourcerouting will be discussedeparatelyin
SectionV.

Roy et al. proposethe notion of maximally zonedisjoint
routes[6]. In this protocol, (usedfor directional antennas),
nodesmaintainglobal link stateinformation. Basedon previ-
oustraffic conditions asendeselectgoutesthatcanmaximally
bypasscongestedegions. Theauthorsshow thatevenatthe ex-
penseof longerroutes,the improvementscan be significantif
network conditionsareconsideredor routing. Ourideaof ary-
castingdiffersfrom [6] in the sensehatwe delaythe judgment
of selectingthe next-hop nodeuntil the point of transmission.
Theroutinglayeronly providesa setof acceptabl®ptions(not
all of which may be optimal). The MAC layer at eachnode
chooseghe next hop dependingon the instantaneousetwork
condition.

Purslg et al. [8] proposedhe ideaof using“decoderside
information” to aid forwarding decisions. By observingthe
numberof correctsymbolsreceved (from asequencef known
transmittedsymbols) the receiver may be ableto estimate sta-
tistically, thereliability of thelink. The authorsproposea met-
ric — resistance- which s indicative of link quality. Usingthis
metric, a nodeexaminestwo outgoinglinks, andtransmitsthe
paclet over the onewith lower resistance While this scheme
handlessariationin channefluctuationsjt doesnotconsideris-
suegrelatedto the MAC layer. MAC-layerarycastingadaptgo
several MAC protocolconstraintsasdetailedin therestof the
paper

Larsson[9] presentgheideaof “selectiondiversity forward-
ing”, in which a transmitterincludesa multicastaddresgor a
list of addressedh the datapaclet. Neighborsof the nodethat
areincludedin themulticastgroup(or theaddresdist), reply to
thepacletseriallywith anACK paclet. Thetransmitteichooses
oneof its neighborspasedntheguidelinesof theroutinglayer
andthe currentlink conditionslearnedfrom the data-ACK ex-
change A “forwardingorder” is now transmittedo the chosen
neighbor requiringit to forwardthe pacletfurther Thechosen
neighborrepliesto the “forwardingorder” with a “forwarding
order ACK”. Clearly, waiting for all the repliesbeforeinitiat-
ing the “forwarding order” may be wasteful. Jainetal. [10]
proposean improvementon the protocolin [9]. The authors
proposeto specify the list of addressegsimilar to [9]) in or-
derof priority. The protocolrequiresall nodes,ncludedin the
addresdist, to reply in sequencedf priority, with the highest
priority first. Uponreceving thefirst reply (notalwaysfrom the
highestpriority node),the transmitterimmediatelybegins data

paclet transmissiorio thatnode. This reduceshe overheadas-
sociatedwith waiting for multiple repliesbeforetransmittinga

paclet. Unlike [9], the order of priority mustbe specifieda

priori without knowledgeof the instantaneouink conditions.
In addition, specifying preferencesand multiple addresse#-

creasepaclet-size leadingto highercontrol overhead.MAC-

layer anycasting,asproposedn this paper doesnot usemulti-

castingor list of addresses/NVe utilize theinformationavailable
to the MAC layer for selectinga suitableneighborfrom a list

of acceptablehoices.For example,we obsenre thatthe MAC

layer may be aware of permissibletransmitpowerlevels at a
givenpointof time. Our protocolchoosesrny onedownstream
neighbomasedn this instantaneoumformation. Severalother
examplesvouldbeelaboratediater, indicatingthepotentialben-
efitsof usingMA C-layerawareness.

The arnycastingframework involves the cooperationof the
network and MAC layer We discusssomewirelessmedium
accesgontrol(MAC) protocolsnext.

In the IEEE 802.11MAC protocol[11], an exchangeof re-
guestto send(R'S)/clearto send(CTS)precedesdDATA com-
munication. Both RTS and CTS paclets containthe proposed
durationof transmissionNodeslocatedin the vicinity of com-
municatingnodes which overheareitherof thesecontrol pack-
ets, must themseles defer transmissionfor the proposeddu-
ration. This is called Virtual Carrier Sensingand is imple-
mentedthrough a mechanismcalled the Network Allocation
Vector(NAV). A nodeupdateghevalueof theNAV with thedu-
rationfield specifiedin the RTS or CTS. Thusthe areacovered
by thetransmissiomangeof the sendeiandreceveris resened
for datatransferto overcomehehiddenterminalproblem[12].
Oncethe DATA paclethasbeentransmittedthereceverreplies
with anACK to acknavledgesuccessfuteception.

802.11usesa bacloff mechanisnfor contentionresolution.
A nodeS choosesa randombadkoff interval from a range[0,
CW], where CW is called the ContentionWindow. Node S
thendecrementghebacloff counteronceeveryidle “slot time”.
Whenthe bacloff counterreache$), nodeS transmitsthe RTS
paclettoitsintendedecever, R. If thetransmissiorirom Scol-
lideswith someothertransmissioratR (collisionis detectedy
theabsencef aCTS),S doublests CW, chooses new bacloff
interval, and attemptsretransmissiorby repeatingthe process.
If the retransmission-courexceedsa maximumthreshold,the
pacletis dropped.While in the bacloff stage|if anodesenses
the channelasbusy; it freezesits bacloff counter Whenthe
channelis onceagainidle, the node continuescountingdown
fromits previous(frozen)value.

Severalproposalsn therecentpasthave tuned802.11.How-
ever, thekey ideaof the protocolremainsunchangedRecently
with adwancesin antennatechnology sereral protocols have
beenproposedhat usedirectionalantennasit the MAC layert
[13][14],[15],[16],[17]. The key ideaswhen usingdirectional
antennasnay be summarizedasfollows. Due to the ability to

! Althoughthe 802.11protocolcanbe usedover directionalantennasperfor
mancemprovementanay notbeachieed.



transmitsignalsin adesireddirection,mostof theprotocolspro-
poseto usea combinationof directionaland omnidirectional
RTS/CTS/DATA and/orACK. Spatialreuseof the channelin-
creaseslueto reducedinterference.The notion of directional
NAV [16],[17] enablesa nodeto initiate transmissionghat will
not interferewith ongoingcommunication. Rangeextension,
possibledueto the higher gain of antennabeams,is an addi-
tional benefit— fewer-hop routescan be formed betweenthe
sourceandthe destination[15],[17]. Although promising,di-
rectionalantennasalso posesomedifficulties. Neighbor dis-
covery [14],[15], new typesof hiddenterminals[17], deafness
[17],[18] are someof the problemsthat arisefrom directional
communication.We believe that anycastingcan help, by sup-
porting relevantinteractionbetweerthe network andthe MAC
layer, aselaboratedater.

Researcton multi-userdiversity in mediumaccesscontrol
protocolshasalsobeena topic of interest.Qin etal. [19] pro-
posesa channel-awae ALOHA protocol, that schedulegrans-
missionsbasedon instantaneoushannelconditions. Using a
distributed approach the protocol requiresa nodeto transmit
when its local channelconditionsare favorable. The paper
shaws that the protocol can achieve performancecomparable
to a centralizedalgorithmwherethe commonreceier is aware
of the channelconditionsat all backloggedransmitters.Tsat-
saniset al. [20] proposed‘network assisteddiversity proto-
cols”, wherethe possibility of exploiting corruptedpacletshas
beenexplored. Putdifferently, the authorsproposethe ideaof
allowing multiple transmittersto collide multiple times (syn-
chronously).Fromthe vectorof corruptedpaclets,therecever
thenseparateshe individual paclets, usingknown signal pro-
cessingalgorithms. In this paper we proposethe ideato ex-
ploit diversityin MAC layerconstraintsapplicabléefor different
down streamneighbors We elaboratdater, how pacletscanbe
forwardedefficiently by exploiting diversityatthe MAC layer.

I1l. MAC-LAYER ANYCASTING

Network Layer
A

Anycast
Module

A

MAC layer

Y

Physical Layer

Fig. 1. An AnycastingFramevork.

containsthe setof distinct next-hop neighborson the selected
K routes. As anexample,for a packet destinedio D, the ary-
castgroup specifiedby the network layer at node S in Figure
2 couldbetheset(A,X). The packetandthe anycastgroupare
thenhandeddown to the MAC layer Obsene that the above
mechanisnmay not be as corvenientwhenusing sourcerout-
ing. Issuegelatedto MA C-layeranycastingwith sourcerouting
arediscussedn SectionV.

Uponreceving the paclet, andthe anycastgroup,the MAC
layer mustselectary one suitableneighborand attempttrans-
missionto it. The selectionof a suitablenodefrom the anycast
groupcanbe performedn severalways. Instantaneousetwork
conditionsmay play animportantrole in determiningthe selec-
tion. The next sectionpresentssomeof the potentialapplica-
tions of arycasting,andillustrateshow the neighborselection
policiesmay be designed.However, first we proposea simple
variationto anycasting,namedorderedarnycasting.

Orderedanycasting
The routing layer at a node may discoser multiple routesto a
particulardestination.All the routesmay not be optimal. For
example,if routesR1andR2 areequallygood(e.g.,in termsof
hop-count),andif both are betterthanroute R3, thenthe net-

MA C-layerarycastingcanbe ervisionedasanenhancement Work layer may desireto useR3, only if communicationover

to existing MAC androuting protocols. In the restof this pa-
per, we would call a routing protocol“basic” if it hasnot been
“enhancedWwith theanycastingfeatures Onepossiblearchitec-
tureto implementMA C-layerarycastingis shavn in Figurel.

This sectiondiscussesheframavork of MAC layerarnycasting,
in the context of a genericMA C androuting protocol. We also
proposea simplevariation,namedOrdered Anycasting Later,

we visit the applicationsof anycastinganddiscusshetradeofs

in the context of wirelessadhocnetworks.

The arycastframavork requiresthe “basic” routing proto-
colto discover/maintairmultiple routesfor eachflow, whenever
possible.Clearly, all the discoreredroutesmay not be equally
good. Whena paclet arrives at the network layer, the routing
protocol consultsthe routing stateto determinethe routesthat
may be availablefor the paclet’s final destination.Fromthese
availableroutes therouting protocolselectsa subsetontaining
K routesthat may be deemedasthe best. The network layer
now formswhatwe call the anycastgroup. The arycastgroup

routesR1 or R2 is currently not possible. Orderedanycasting
is a simplevariationto arycastingthataimsto achiese exactly

this. Theroutinglayerranksthe membersof the anycastgroup

in orderof its preference.The MAC layer attemptscommuni-
cationto anode,only if all othernodeshigherin the preference
order, have provedto be“unavailable”.

IV. APPLICATIONS OF ANYCASTING

This sectiondiscussethe shortcoming®f existing MAC and
routing protocols. We investigateexamplescenariogo under
standconsequencesf theseshortcomingsandshav how ary-
castingcanbe useful. We proposecase-specifioeighborselec-
tion policies,anddiscussthe tradeofs whenusing MA C-layer
arnycasting.

A. MAC constraints

Considerthe scenarian Figure2. Assumethatthe network
layer at node S selectsa route to node D throughintermedi-



atenodesA andB (i.e., S,A,B,D). Also, assumehat over the
lifetime of the route, otherflows in the network forward pack-
etsthroughnodeE. Clearly, usinga MAC protocollike IEEE
802.11, node E would require its neighborsto remain silent
while it is receving pacletsfrom nodeF. NodeA, in theneigh-
borhoodof E, mustthereforerefrainfrom communicationywhile
nodeE hasresenedthe channel.lf nodeS transmitsanRTS to
A duringthis interval, A would be unableto reply with aCTS.
NodeSwill interprettheabsencef aCTSasasignof collision
at A, andbacloff exponentiallybeforereattemptingtransmis-
siorf. In themeantime E might resene the channefor yet an-
othercommunicationS would continueto retransmituntil A is
availablefor communication.Clearly, forwardingdatapaclets
onthisroutegetsdelayeddueto repeatedailures.

Fig. 2. An examplescenaridllustratingthe possibility of arycasting

Obsene from Figure 2 that alternateroutesexist between
nodesS and D — for example {S,X,B,D}. Node X neednot
refrain from communicationvhen E hasresenedthe channel,
andcanthereforebe a potentialcandidatdor forwardingdown-
streampaclets. Hop-countremainsthe sameif either of the
routes, {S,A,B,D} or {S,X,B,D} is used. By forwarding the
pacletto X, nodeS canavoid thepossibilityof multiple retrans-
missionsonlink S-A. End-to-enddelayreducesf X is instanta-
neouslyavailablefor communicationSimilar optimizationscan
beinvokedatall theintermediatenodeson theroute. Transmit-
ting eachpaclet to any onefrom an acceptableetof next-hop
neighborscanbe achieredusingMA C-layerarnycasting.

The above problemmight be more pronouncedvhenusing
directionalantennasn ad hoc networks. ConsiderFigure 3,
wherenodeA is engagedn communicatiorwith nodeB. Since
nodeA is beamformedn the directionof A, it would be unable
to receve signalsfrom S. If MAC-layerarycastingis notused,
the network layerwould have specifiednodeA asthe next-hop
for the paclket,andhencenodeS would continueto attemptre-
transmissiorto A without success.If A hasmultiple paclets
to sendto B, link S-A canbe unavailablefor a long duration.

2This problemarisesin several scenariosn wirelessmediumaccessontrol.
Theimpactof this problemhasbeenevaluatedin [17],[21].

Performanceandegradesignificantly asevaluatedin detailin

[22]. With MAC-layeranycastinghodeS canexploit theoption
of forwardingthe pacletto nodeX. X may be ableto respond
immediatelyto S, evenif A is busy Unnecessaryetransmis-
sionscanbe avoided, leadingto lower delay andfewer paclet
drops.

Link unavailability may also arise when nodes are pro-
grammedfor enegy saving. Several protocolsin the past
[23],[24] have proposedto power off a node periodically or
adaptvely, dependingopnwhetheiit needso participatdn forth-
comingcommunicationIn suchscenariosalink betweemodes
S andA would be unavailableif A haspowereditself off (i.e.,
sleeping) While someproposal$ave addressethe problemof
sleeping,anycastingcould alsobe a usefulsolution, especially
whenthenetwork is dense.

If link unavailability is the dominatingmotivationto imple-
mentarycastingtheneighborselectiorpolicy mustbedesigned
accordingly We proposeone possibledesign,namedinstanta-
neoudink probing.

InstantaneouBink probingaimsto reducetheimpactof link
unavailability, by trying to communicateo eachof the mem-
bersin the arnycastgroup. Usingthis mechanismthe MAC pro-
tocol selectsnext-hop neighborsin a roundrobin manney and
attemptsransmissiorto eachof them. This cancontinueuntil
the MAC protocolhaseithersuccessfullfforwardedthe paclet,
or hasreachedh pre-specifiedetransmissiotimit. Theorderof
choosinghenext-hopneighborsandthe numberof retransmis-
sionsto eachof them,canbeafunctionof theneighborsrecent
behaior. Next-hop neighborsthat have respondedjuickly in
the pastcan be attemptedearlierthanthosethat have recently
beenunavailable. In addition,moreretransmissionsanbe al-
locatedto the former. For anexample,we referto the scenario
in Figure 2. If the network layer specifies(X,A) asthe MAC-
layeranycastgroup,thenonepossibility for nodeS couldbeto
attempt,say 4 transmissionso X, failing which attempt,say 3
transmissionso A (similar to then/m mechanisndiscussedn
[8], andthereferencesherein). Anotherpossibility could beto
interleave communicatiorattemptdbetweenX andA, until ary
oneof themis available.After, say 7 unsuccessfudttemptsthe
MAC layer at S may drop the paclet, and notify the network
layerof arouteerror.

Instantaneousink probing may also be applicableif nodes
switch off their transcevers,to consere power. Nodesthatare
known to have beenawake in the recentpast(eitherby over
hearingtransmissionspr by knowing their sleepingschedules
priori, or throughrecentcommunication)areattemptedirst. A
window of currenthistory aboutthe neighborhoodchannelac-
tivity is maintainedn the anycastmodule.Neighborselections
aremadeafter consultingthis historyinformation.

B. Powerconservation

Anycastinghasadditionalbenefits A powerconstrainedhode
thatexperiencesepeatedransmissiorfailuresover a particular
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Fig. 3. An exampleto illustratethe possibility of deafness.

link, mayselectadifferentnext-hopneighborandre-routepack-
etsthroughit. Minimizing RTS retransmissionsanreduceun-
productivepowerconsumptionAd hocnetworksareervisioned
to benetworksof powerconstrainedleviceslik eslaptops palm-
topsandPDAs. Choosingappropriatenext-hop neighborsjn a
mannerthatreducegpower consumptioncanincreasea nodes
lifetime.

X—©

Fig. 4. Thescopeof arnycastingin conjunctionwith PCMA

C. SpatialReuse

Monksetal. [25] have proposeda power controlledmultiple
accesgrotocol (PCMA), that aimsto improve spatialreuseof
the channel. The key ideaof PCMA is asfollows. A recever,
R, informsits neighborhoodaboutthe level of additionalinter-
ferencethatit might be ableto toleratewhile engagedn signal
reception. A transmittey T, in the vicinity of R, caninitiate a
new communicatiorto anothemode,only if theinterferenceat
R dueto the new communicatioris belowv R’s tolerancehresh-
old. Figure4 illustratesthis scenario.Assumingthat T intends
to transmitapacletto destinationD, it canchoosebetweeriwo
possibleroutes,namely{T,N,D} or {T,RD}. Transmitpower
requiredon links T-N andP-Dis large,andthaton T-P andN-D
is small. Obsene thata routing protocoldoesnot have ary in-
formationaboutthe interferenceolerancethresholdof R, and
thereforehasno reasorto preferonerouteovertheother How-
ever, whencommunicatiorbetweenS andR is in progress,T
will not be ableto communicatewith N — the power at which

T musttransmitto N canhindersignalreceptionat R. As are-
sult, T mustforwardthe packetto N only aftercommunication
betweenS andR hascompleted.This canincreasehe latengy
in routing,leadingto degradatiorin overallnetwork throughput.

Anycastingcan be useful when using PCMA at the MAC
layer. If the MAC layerat T hasthe optionto choosebetween
N or P asthe downstreamnode,thenT canchooseto forward
the paclketto P. By a similar algument,it canbe shavn that, at
othertimesit might be possibleto transmitto N, but notto P.
(Particularly, whenX is receving datafrom Y, andR is idle, N
cannottransmitan ACK to T, but P cancommunicatewith T).
ChoosingP or N asthe next-hop neighborrequiresknowledge
of thechannekonditions,availableonly atthe MAC layer.

D. MAC-layeranycastingwith directionalantennas

Capacityof wirelessad hoc networks canbe improvedwith
directionalantennag26]. Several MAC androuting protocols
have beenproposed13],[15],[16],[17],[7] that aim to exploit
the benefitsof directionalbeamforming. MAC-layer arycast-
ing canbe of helpin enhancinghe benefitsevenfurther Con-
siderthe scenarioin Figure5. Assumethata communication
betweennodesE andF is in progress. To avoid interference
at E, a communicatiorbetweenS and A may not be initiated
while E is engagedn communicationHowever, S cantransmit
apacletto X, withoutcorruptingsignalreceptioratE. Therout-
ing layer at node S remainsunavareof channelstatusin short
time scales,and is thereforeincapableof making appropriate
decisiononshorttime scales WhenusingMA C-layeranycast-
ing, forwardingpacletsadaptvely is a viable option. Obsene
thatwhenMA C-layerarycastingis notused,S would requireto
wait for E to completecommunicatiorwith F, andonly thenat-
temptcommunicatiorto A. Clearly, spatialreuseof thechannel
canincreasavhenusingMA C-layerarycastingoverdirectional
antennasSpecifically for packetsdestinedo nodeD, theMAC
layer arycastgroupat nodeS canbe specifiedas(A,X). If ata
given point of time S cannottransmitto A, it canuseX asan
intermediatdor deliveringpaclketsto D.

& N

®

Fig.5. Exploiting the benefitsof beamformingusingMA C-layerarycasting.

V. DESIGN TRADEOFFS

ImplementingMA C-layer arnycastingcan introduceseveral
tradeofs. We discusssomeof the tradeofs in this section.We



believe thatthe gainsfrom anycastingwill exceedits disadan-
tages.

A. Routeoptimality

Careshouldbe taken when using MA C-layerarycasting. If
thealternatenext-hopsspecifiedn theanycastgroupcorrespond
to routeswith different“costs”, thereis potentialfor unwanted
outcomes.Figure6 illustratesthe possibility Assumethatthe
network layerateachintermediatenodeprovidesits MAC layer
with aanycastgroupcomprisingof neighborghatareeitheron
the fewest-hoproutes,or on routesthat are just one hop-count
morethanthefewest-hoproute. Let uscall thistolerance which
is equalto 1 hopin this example. Using a toleranceof 1 hop,
for pacletsdestinedto D, the anycastgroupat nodeS will be
(A,C,X) — A and C beingon the fewest-hoprouteto D (with
hop-count= 3), and X beingon the next-bestrouteto D (hop-
count= 4). Similarly, theanycastgroupatnodeX will be(A,J)
— A beingon a 3-hoprouteto D while J beingon a 4-hoproute
to D3. Using our proposedapproachof MAC-layerarycasting,
nodeS mayforwarda pacletto X, whichin turn mayforwardto
J. Althoughthesearevalid decisionsat eachintermediatenode,
obsenethatthe overall hop-countof thetraversedroutewill be
atleastfive. Clearly, this exceedshetoleranceof 1 hop. Thus,
without carefuluse,MA C-layeranycastingcancausepacletsto
take long routes.

Fig. 6. The possibility of using sub-optimalrouteswhen using MAC-layer
arycasting.

Onepossibleway aroundthis problemwould be for the net-
work layer to only specify alternatepathswith identical (and
minimum) costs.In the examplein Figure6, the anycastgroup
atnodeSwouldbe(A,C) — boththeroutesthroughA andC can
leadto D in the fewestpossiblehop-countgi.e., 3 hops). The
arycastgroupat nodesA andC would thenbeidentical— both
being (B). While hop-countremainsminimum, the numberof
alternatvesin thearnycastgroupreducesreducingthe possibil-
ity of MAC-layerarycasting.

Another stratgy to increasethe possibility of arnycasting,
while containingpacletdigressioncanbe asfollows. The net-
work layerat the sourcenodeincludesthe acceptabléolerance
thresholdwithin eachpaclet. Assumingorderedanycasting the

3 Assumethat nodeS is not includedin the arycastgroup sinceX mustnot
transmita paclet backto S.

MAC layer at eachintermediatenodeincreases counterif it
choosedo forward a paclket to a neighborthatis not on oneof
the fewest-hoproutes. Of course,to be ableto incrementthe
counter the MAC layer needsto know whethera memberof
the anycastgroupis on the fewest-hoproute. We assumethat
thenetwork layerextendsthis informationto the MAC layerby
a simple groupingmechanism- the anycastgroupis divided
into two groups,one containingneighborson the fewest-hop
routesandthe othercontainingneighborson longerroutes. If
the MAC-layer canintendsto forward the paclet over one of
the fewest-hoproutes,the counteris not incremented.Clearly,
at ary giveninstant,the value of the counter(includedin the
paclet) representthe numberof additionalhopsthatthe paclet
hasdigressedWhenthe network layer of anintermediatenode
recevvesthis paclet, it mustform the anycastgroup basedon
thetolerancethresholdof thatflow, andthe currentvalueof the
counterin the paclet. If the valueof the counterequalsthetol-
erancethreshold,only the minimum-hoproutesmustbe used
for subsequerforwarding. Relatingto the previous examplein
Figure6, assumehatthetolerancethresholdis 1 hop. If X re-
ceivesapaclet (destinedor D) from S, thevalueof thecounter
is alreadyl. Sincethetolerancethresholdandthe valueof the
counterare equal,X would only choosethe fewest-hoproutes
for subsequenforwarding— route {X,A,B,D} in this example.
Clearly, digressiorthroughnodeJ canbe avoidedwith this par
ticular mechanism.Obsene that, if the value of the tolerance
thresholds 2 hops,thenetwork layerat X couldincludenodeJ
in its anycastgroup. Increasingthe tolerancethresholdreason-
ably, canimprove performancdecausef the higherpossibility
of MAC-layerarycasting.

B. Out-of-oderdelivery

MA C-layerarycastingis performedon a perpacletbasis.In
otherwords, if nodeS intendsto transmitmultiple pacletsto
D, it may choosedifferent next-hop neighborsfor forwarding
eachpaclet. Using differentroutescancausepacletsto arrive
at the destinationout of order Clearly whenusinga transport
protocollike TCR out-of-orderpacket delivery canbe a prob-
lem [27]. Out-of-orderdelivery also ariseswhen using multi-
pathroutingis ary network. Otherresearcheraredeveloping
approacheso reducepotentialdegradationin TCP throughput
with out-of-orderdelivery [27]. Theseapproachegan be ap-
plied to MAC-layer anycasting. We intend to investigatethe
effectsof out-of-orderdelivery dueto MA C-layeranycastingin
our futurework.

C. Souceroutingand MAC-layeranycasting

SeveralissuesarisewhenusingMA C-layerarycastingalong
with sourcerouting(e.g.,DSR).With sourcerouting,thesource
of a paclet completelyspecifiesthe routethat the packet must
traverseto reachits final destination.To implementMA C-layer
arycasting,the sourcemustinclude enoughinformationin the
headerof the paclets, so that intermediatenodesin the route
can form their respectie anycastgroups,basedon the avail-
able headerinformation. A possibleimplementationcould be
to specifythe alternateroutesin the form of a directedagyclic
graphstructurewith the destinationasthe sink node. A node,



that locatesitself on the agyclic graph, can form its anycast
group by selectingits downstreamneighborsfrom the graph.
Of course the headellength canincreasesignificantly adding
to the controloverheadassociatedo routing. Discovering mul-
tiple routescanalsoincreasecontroloverheadln “basic” DSR,
a nodedropsall duplicateroute request(RREQ) paclets that
it recevesduring the route discovery phase. To facilitate dis-
covery of multiple routes,a nodemay needto forward one or
moreduplicateRREQpaclets.In addition,thedestinatiomode
mustreply with multiple routereply (RREP)paclets,eachcar
rying a distinctrouteto the source.The netgainsdueto MAC-
layer arycasting,offset by the disadwantageof increased:on-
trol overheadis atradeof we planto evaluate.

VI. CONCLUSION

We proposeMA C-layer anycastingfor ad hoc wirelessnet-
works. The network layerspecifieamultiple downstrearmodes,
from which the MAC layer choosesa suitable node based
on instantaneousietwork conditions. We illustrate casesin
which anycastingmay offer performancegain. We discussed
some specificsof implementationand discussedthe perfor
mancetradeofs that arisedueto MAC-layeranycasting.Eval-
uating the performanceof anycastingthroughsimulationsis a
topic for futurework.
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