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Abstract

This paper presents a “cluster-based” approach to
routing in ad-hoc networks. A cluster is defined by
a subset of nodes which are ‘reachable’ to each other.
Our approach is motivated by our study of existence of
clusters (size greater than 2) in random graphs. The
basic idea behind the protocol s to divide the graph
mto number of overlapping clusters. A change in the
network topology corresponds to a change in the clus-
ter membership. Performance of the proposed routing
protocol (reconvergence time, and update overhead)
will hence be determined by the average cluster size
m the network graph. The effectiveness of this ap-
proach lies in the fact that existing routing protocols
can be directly applied to the network — replacing the
nodes by clusters. When the average cluster size is less
than 2, the proposed approach does not perform any
worse than the existing routing protocols. Generaliza-
tion of the proposed approach is a subject of ongoing
research.

1 Introduction

Mobile wireless networks gives users communicat-
ing capability and information accessing capability re-
gardless of the location of the user. With the avail-
ability of wireless interface cards, mobile hosts are no
longer required to remain confined within the static
network premises to get network access. In order to
communicate with any particular host, it is first nec-
essary to locate the host in the network. This is due
to the fact that the hosts are mobile and could be
anywhere. In addition to mobility, the host can also
be in a disconnected mode (power-saving). This dy-
namic feature in mobile wireless networks leads to the
problem of keeping track of the topology connectivity.
This problem becomes noticeable when the the rate of
change is high, and the network sizes are large.

An important issue in mobile wireless networks
is the design and analysis of topology management
schemes. This paper tnvestigates the consequence of
mobility and disconnections of mobile hosts on the
routing overhead in a “mobile” network. We de-
fine a mobile network as a cooperative set of mo-
bile hosts which can communicate with each other
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over the wireless links (direct or indirect) without any

static network interaction!. Example of such networks
are ad-hoc networks [1, 3, 21], and packet radio net-
works [2, 16, 17]. The term ad-hoc network is in con-
formance with current usage within the IEEE 802.11
subcommittee [21]. Ad-hoc networking in the wire-
less world refers to the ability to create a peer ori-
ented network between several clients all of which are
wireless and all of which are “virtually LAN’d” to-
gether. Ad-hoc also implies that the wireless network
can be created dynamically or in an “ad-hoc” fash-
ion. Once this type of network has been created by
two clients then other users may freely gain media ac-
cess (provided the specific security and configuration
parameters of the physical link are valid). The wire-
less LANs and their standards address only the MAC
and PHY layers and thus a wireless network which
features this function relies on the upper level pro-
tocol stacks (i.e., IPX, IP, netBIOS, etc.) to allow
for either peer-to-peer or client-server operation from
a session/application point of view. The focus of this
paper is to introduce a new routing methodology more
suited for such mobile networks.

Example applications of such mobile networks
range from conference rooms to battlefields. To com-
municate with each other, each mobile user needs to
connect to a static network (wide area network, satel-
lite network). However, there might be situations
where connecting each mobile user to a static network
may not be possible due to lack of facilities, or may be
expensive. In such situations, it would be more prefer-
able for the mobile users to set up communication links
between themselves without any static network inter-
action [3].

In the current proposed mobile wireless networks,
routing information of each mobile host is maintained
in some database (HLR and VLR in 15-41 [5, 6], home
agent and foreign agentin mobile I P [8, 9]) which is lo-
cated in the static network. However, there is no such
database available for ad-hoc networks. The routing
information will be maintained at the mobile hosts to
forward packets to other hosts. The problem in hand
is the complexity of updating the routing information

1We assume that a mobile host has the capability to commu-
nicate directly with another mobile host. It is also assumed that
the mobile hosts have the capability to forward (relay) packets.



in such a dynamic (due to the mobility of the hosts,
and limited power on the hosts, thus, host disconnec-
tions) network.

1.1 Previous Work

Numerous routing protocols have been proposed
in the recent years. Omne of the most popular tech-
niques for routing in communication networks is via
distributed algorithms for finding shortest paths in
weighted graphs [12, 13, 14, 18]. These distributed
algorithms differ in the way the routing tables at each
host are constructed, maintained and updated. The
primary attributes for any routing protocol are :

e Simplicity : This is one of the most primary at-
tributes for a routing protocol. Simple protocols
are preferred for implementation in operational
networks [1].

e Loop-free : At any moment, the paths implied
from the routing tables of all hosts taken together
should not have loops. Looping of data packets
to be routed results in considerable overhead.

e Convergence characteristics : The time required
to converge to new routes after a topology change
should not be high. Quick convergence is possible
by requiring the nodes to frequently broadcast the
updates in the routing tables.

e Storage overhead : The memory overhead in-
curred due to the storage of the routing infor-
mation should be low.

The conventional routing protocols can be broadly
classified as distance vector and link state protocols.
The distance vector routing uses the classical dis-
tributed bellman-ford algorithm [11, 16, 18, 19]. Each
host maintains for each destination a set of distances
through each of its neighbors. In order to maintain
up-to-date information, each host periodically broad-
casts to each one of its neighbors, its current estimate
of the shortest path to every other host in the network.
For each destination, the host determines a neighbor
to be the next hop for a message destined for the des-
tination if the neighbor has the shortest path to the
destination.

Link state routing requires each host to have knowl-
edge of the entire network topology [20]. To maintain
consistent information, each host monitors the cost of
each communication link to each of its neighbors, and
periodically broadcasts an update in this information
to all other hosts in the network. Based on this infor-
mation of the cost of each link in the network, each
host computes the shortest path to each possible des-
tination host. The processing overhead and the net-
work bandwidth overhead of link state protocols are
generally more than distance vector protocols.

The problems in using conventional routing proto-
cols in an ad-hoc network have been discussed in great
detail in [1, 3]. For completeness sake, we briefly list
the problems in the following.

e The conventional routing protocols were not de-
signed for networks where the topological connec-
tivity is subject to frequent, unpredictable change

as evident in ad-hoc networks. Most of them ex-
hibit their least desirable behavior for highly dy-
namic interconnection topology.

e Existing protocols could place heavy computa-
tional burden on mobile computers, and the wire-
less networks, in terms of battery power and net-
work bandwidth respectively.

e Convergence characteristic of these protocols is
not good enough to suit the needs of ad-hoc net-
works.

e Wireless media has a limited and variable range,
different from existing wired media.

The protocol described in [1] addresses some of the
above stated problems by modifying the Bellman-Ford
routing algorithm. They use sequence numbers to pre-
vent routing table loops, and, settling-time data for
damping out fluctuations in route table updates. The
convergence on the average was rapid, however, the
worst case convergence was non-optimal. Moreover,
their protocol required frequent broadcasts of the rout-
ing table by the mobile hosts. The overhead of the fre-
quent broadcasts goes up as the population of mobile
hosts increases.

A distributed routing protocol for mobile packet ra-
dio networks was proposed by Corson et al. [2]. Sim-
ilar to [10], routing optimality was of secondary im-
portance. Rather, their goal was to maintain con-
nectivity between the hosts in a fast changing topol-
ogy. Moreover, instead of maintaining distances from
all sources to a destination, the protocol guarantees
route maintenance only for those sources that actu-
ally desire routes. This property helps in reducing the
topology update overhead. The protocol is a compro-
mise between two extremes : flooding [11] (suited for
high rate of topology change), and shortest-path algo-
rithms [15] (suited for low rate of topology change).

1.2 Proposed Approach

This paper presents a new methodology for routing
and topology information maintenance in mobile wire-
less network. Our approach is motivated by our study
of existence of clusters (size greater than 2) in ran-
dom graphs. The basic idea behind the protocol is to
divide the graph into number of overlapping clusters.
A change in the network topology corresponds to a
change in the cluster membership. Performance of the
proposed routing protocol (reconvergence time, and
topology update overhead) will then be determined
by the average cluster size. The effectiveness of this
approach lies in the fact that existing routing proto-
cols can be directly applied to the network — replacing
the nodes by clusters. When the average cluster size
is less than 2, the proposed approach does not per-
form any worse than the existing routing protocols.
For future reference, let us formally define clusters.
Definition 1.1: A k-cluster is defined by a subset of
nodes which are ‘reachable’ to each other by a path
of length at most k for some fixed & A k-cluster with
k = 1 1s a clique. This paper deals with clusters of
k =1, i.e., I-clusters. (Hereafter, we refer I-cluster



simply as cluster.) However, we can also generalize our
protocols with values of k greater than one (subject of
our ongoing research). Each cluster is identified by its
members.O
Definition 1.2: The size, S(C) of a cluster C' is the
number of nodes in C.0
Definition 1.3: A graph is cluster-connected if it sat-
isfies the following two conditions :
1) The union of the clusters cover the whole graph.
2) There is a path from each node to every other node
through the edges of the clusters in the graph. O
The main problem here is to develop protocols for
cluster maintenance. The protocols should be simple
and distributed, and, should incur low overhead. To
this effect, we develop simple distributed protocols to
detect, and, build irredundant clusters in a graph. We
maintain a minimal number of clusters based on the
connectivity criteria (Definition 1.3). Experiments are
performed to determine the average cluster size in ran-
dom graphs. Section 2 presents the problem of routing
in mobile wireless networks. We present the protocols
to divide the nodes into clusters in section 3. Section 4
presents experimental results and its discussions. Sec-
tion b presents the proposed routing protocol based
on clusters. Conclusions are presented in section 6.

2 Preliminaries

The problem addressed in this paper can be defined
as follows:

Given: A wireless mobile network configuration.
Problem: Find a ‘good’ loop-free routing between each
mobile host in the network, where the topological con-
nectivity is subject to frequent unpredictable change.

The problem requires a loop-free distributed routing
protocol which determines an acyclic route between
each host whenever a change in the topology is de-
tected. The protocol is intended for use in networks
where the rate of topological change 1s not so fast as
to make “flooding”? the only viable routing method,
but not so slow as to make any static topology rout-
ing applicable. A loop-free® routing is a routing where
the path from one host to another does not traverse
through the same node twice. A loop-free routing is
desirable to minimize the consumption of resources
during routing.

A ‘good’ route from one host to another is not nec-
essarily the shortest path. In an environment of fre-
quent topological change, a ‘good’ route connects a
host to another host and the route length is compara-
ble to the shortest one. Each host maintains a data-
structure describing the network topology and some
routing information pertaining to a common routing
protocol. The routing protocol adapts asynchronously

2Flooding can be described as an algorithm whereby a node
broadcasts a message packet to its neighbors, who in turn broad-
cast the packet to all their neighbors, except the neighbor from
which it was received. This process goes on till the message
packet reaches the intended destination. This happens provided
the destination is connected to the node which originated the
flood [2].

3 Loop-free routing requires prevention of loops in the routing
tables. Here, existence of temporary loops are not of concern.

in a distributed fashion to arbitrary changes in topol-
ogy 1n the absence of global topological knowledge.
Let an undirected graph, G = (V,F) represent the

Figure 1: An Example

network of mobile hosts. Each node u, in the graph
denotes a mobile host H,. Due to the limited range
of wireless transreceivers, a mobile host can commu-
nicate with another host only within a limited geo-
graphical region around it. This region is called the
host coverage area — d being the radius. The geo-
graphical area covered by a host coverage area is a
function of the medium used for wireless communica-
tion. A host H, is in the vicinity of H, if the distance
between nodes u and v is less than or equal to d. An
edge (u,v) connects node u and node v if the corre-
sponding hosts are in the ‘vicinity’ and have a direct
connection between each other. A host may some-
time be isolated where it has no other mobile hosts
in its vicinity. Such a host will be represented in the
graph by a disconnected node. A host H,; is con-
nected to another host H,9 if there exists at least one
path from node vl to v2. The path length is given
by the number of edges on the path. Routing from
one node to another node should ideally use the path
with the shortest length. The wireless mobile rout-
ing problem requires a distributed graph algorithm to
determine a loop-free route from each node to every
other node.

Frample 2.1: The graph (in Figure 1(a)) is formed
based on the geographical locations of the 18 mobile
hosts. In this example, the graph is connected as each



node is reachable to every other node. It can be ob-
served that based on the positions, some nodes form
clusters. The graph (in Figure 1(a)) can be divided
into nine clusters (in Figure 1(b)). The clusters and
their respective members are as follows : A (1,2,3),
B (34), C (4,5,6,7), D (7,8), F (8,9,10,11), F' (8,12),
G (12,13,14,15), H (8,16) and I (16,17,18). Routing
can be done from one node to another by only us-
ing clusters. Routing from node 1 to node 16 is done
through the clusters A, B, C; D and F'. The graph in
Figure 1(b) is cluster-connected because, (i) the union
of the clusters covers the whole graph, and (ii) there is
a path from each node to every other node using the
clusters. O

A topological change in the mobile host net-
work corresponds to a change in the graph structure
G(V,E)to G'(V',E’). A change in the graph structure
can be of the nature of a node (host) or an edge (con-
nection between two hosts). We outline four types of
events in the mobile network that can incur changes
in the graph (in the following H4 and Hp are mobile
hosts) :

A) H 4 switching ON: A host H,4 switching ON will
include 1itself in the graph and make connection with
all the hosts in its ‘vicinity’. Hence, V! = V U {4}
and B = E U {(u, A), s.t. Hy is connected to Hu}.
B) H 4 switching OFF: A host H 4 switching OFF will
exclude itself from the graph and delete all its edges.
Hence, V! = V—{A} and F' = F — {(u, 4), s.t.
(u, A)eE}.

C) H, gets connected to Hp: Here, an edge between
A and B will be added to the graph. Hence, V/ = V
and B/ = E'U {(4, B)}

D) H 4 gets disconnected from Hp: Here, the edge be-
tween A and B will be removed from the graph.
Hence, V! =V and E' = E— {(A, B)}

A routing protocol will change its routing infor-
mation based on the afore-mentioned four types of
changes in the graph. We add some definitions and
properties which will assist in describing our proposed
routing protocol.

Definition 2.1: Cluster set S, of a node n is defined
as the set of all clusters in which » is a member. O
Definition 2.2: If a cluster C'€S,, can be removed and
still all nodes i€C', have paths to every other node j,
where j#i and je€C, using other clusters in S,, C is a
redundant cluster. O

A cluster determined to be redundant for one node,
may not be redundant for other nodes. A graph will
have irredundant clusters if and only if each node n do
not have redundant clusters in their cluster set S,,.
Definition 2.3: A node A is a boundary node if 1t is
a member of more than one cluster. In Figure 1(b),
node 3 is a boundary node as it belongs to two clusters,
(1,2,3) and (3,4). However, node 1 is not a boundary
node as it only belongs to (1,2,3).0
Lemma 2.1: Addition of each new node to the graph
adds at least one new irredundant cluster*. [4] O

“However, one or more existing clusters can become redun-
dant due to the addition of the new clusters.

Lemma 2.2: Given a graph with irredundant clusters,
with the addition of new members, only the members
of new clusters can identify the redundant clusters in
the graph. [4] O

Lemma 2.3: Given a graph with irredundant clusters,
removal of one node will reduce the count of the num-
ber of irredundant clusters by at most one. [4] O

3 Cluster Formation

Our proposed routing protocol is based on the for-
mation of clusters. Hence, efficient cluster formation
will be the crux of a routing protocol of this nature.
Clusters should be formed in such a way that the re-
sulting graph is cluster-connected (See Definition 1.3).
Routing from one node to another will consist of rout-
ing inside a cluster and routing from cluster to cluster.
A change in the mobile network may or may not result
in a change in the cluster compositions. Here, we have
assumed clusters with & = 1 (See Definition 1.1). As
mentioned in Section 2, we have identified four differ-
ent possible types of changes in the mobile network
graph in the occurance of a single event.

We present an algorithm to divide the graph into
clusters. Variations and optimizations of the algo-
rithm are not ruled out [4]. The main contribution of
this paper is to present the effectiveness of the cluster-
based approach for routing in mobile networks. We
will now present the protocols for cluster updates with
each type of topological change.

3.1 Host H, switches ON

The new graph structure G'(V',E’) is formed with
the added node. The new node A will result in at least
one new cluster so that with the cluster, node A can
route to the rest of the graph. However, if A connects
two disjoint subgraphs, it may result in more than one
added cluster. These new clusters are denoted by es-
sential clusters and can be detected by A itself. The
addition of new clusters may result in zero or one or
more clusters being redundant. The two tasks per-
formed during the topological change are (i) addition
of new clusters, and (ii) removal of redundant clusters.
The goal is to have minimal number of clusters such
that the graph remains cluster-connected. The proto-
col initiated by new node A is described as follows.

Procedure Switch ON(A);
Begin;

1. A sends messages to its neighbors about its
new arrival;

2. For each of A’s neighbors n do

3. send list of its neighbors to A;

4. A gets information from all neighbors &
creates all possible new clusters list;

5. A executes Find Essential(A,list);

6. A broadcasts Essential Clusters;

7. For each of A’s neighbors n s.t.
n€ Essential Clusters do

8. Sn = Sp U Essential Clusters ;

9. n executes Find Redundant (n, S,) ;

10. n broadcasts Redundant Clusters;

11.  Change in cluster structures are propagated
to rest of the graph,;
End;




The new node A broadcasts a message to its neigh-
bors indicating its new arrival. Upon receipt of the
new arrival message, the neighbors send a list of their
neighbors to A. Based on the information received
from its neighbors, A determines all possible clusters
and stores them in list. The new node A then executes
Find Essential function.

Function Find Essential(A, [list);
Begin;

1. Sort the clusters in {izs{ in a non-descending
order of their sizes;

2. For each cluster C'€list do

3. Mark(C') :=essential ;

4. TFor each cluster (C'€list) A
(Mark(C) =essential) do

5. For each node (neC) A (n # A) do
6. For each cluster (C'€list) A
(C"#C) A (Mark(C") =essential) do
7 it (neC”)
8. Mark(C') :=non-essential;
9. break;
10. if (Mark(C) =essential)
11. FE'ssential Clusters .=

Essential Clusters U C
12.  return;
End;

The Find Essential function sorts the clusters in list
in a non-descending order of their sizes. Initially all
the clusters are marked essential. It then goes through
each essential cluster C' to find if a node (other than
the new node A) in C is a member of any other es-
sential clusters. If so, it marks the cluster C' as non-
essential. This will ensure that a node (other than the
new node A4) is a member of no more than one essen-
tral cluster. Moreover, since the clusters are sorted in
a non-descending order of their sizes, the Find Es-
sential function returns the largest clusters possible.
The essential clusters determined by Find Essential
function are stored in Essential Clusters.

Function Find Redundant(n, S, );
Begin;
For each cluster C'€S,, do
Mark(C) :=redundant ;
For each node (i€C) A (i £ n) do
match ;= FALSE ;
For each cluster (C'€S,)A(C" # C)do
if (neC”)
match .= TRUE ;
if match = FALSE
Mark(C) :=non-redundant;
if (Mark(C) =redundant)
Sp =S, — O
Redundant Clusters :=
Redundant Clusters U C';
return ;

End; ’
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The new node A then broadcasts the essential clus-
ter information its neighbors. Only the neighbors who
are members of the essential clusters are involved in

searching for redundant clusters. A neighbor will be
a member of no more than one essential cluster. The
neighbor then adds the essential cluster to its clus-
ter set. Addition of the essential cluster might make
one or more existing clusters in its cluster set redun-
dant. The neighbor then executes Find Redundant
function. This function determines redundant clusters
based on Definition 2.2. The redundant clusters de-
termined by Find Redundant function are stored in
Redundant Clusters. The neighbor broadcasts the re-
dundant cluster information to its cluster mates. The
neighbor and its cluster mates then remove the redun-
dant clusters.

© (d)
Figure 2: An Example of a Node Addition

Frample 3.1: For an easier understanding, Figure 2
gives an example involving a graph with 4 nodes. Fig-
ure 2(a) has 4 nodes and two clusters, namely, (1,2,3)
and (2,3,4). When node 5 is switched ON, it sends
messages to nodes 1, 3, and 4 (Figure 2(b)). On re-
ceiving information back from the nodes 1, 3 and 4,
node 5 forms clusters (1,3,5) and (3,4,5) as seen in
Figure 2(c). Tt chooses (3,4,5) as the essential cluster
and broadcast it to nodes 3 and 4. In the redundant
removal phase, node 3 detects the cluster (2,3,4) to be
redundant. The final clusters are (1,2,3) and (3,4,5)
as in Figure 2(d).0
Please refer to [4] for the formal proofs.

3.2 Host H,4 switches OFF

When host H4 turns OFF, its disappearance will
only be detected by its neighbors. Hence, its neigh-



bors will initiate a protocol to adapt to this topolog-
ical change. We first illustrate the protocol with an
example.

Figure 3: An Example of a Node Removal

Frample 3.2: Figure 3 shows the cluster formations
when a node is turned OFF in a graph. Figure 3(a) has
six nodes with three clusters, namely, (1,2,3), (2,3,4)
and (4,5,6). When node 6 is turned OFF, the cluster
(4,5,6) shrinks to (4,5) (Figure 3(b)). In the next step,
nodes 4 and 5 try to expand their cluster and creates
a cluster (3,4,5) (Figure 3(c)). In the redundant re-
moval phase, node 3 detects the cluster (2,3,4) to be
redundant. The final clusters are (1,2,3) and (3,4,5)
as in Figure 3(d). O

There could be more than one node detecting the
removal of a node. The number of nodes initiating
the Switch OFF procedure should be the number of
clusters A was a member. A node ¢ detecting the re-
moval of node A will initiate the procedure if and only
if no other member of the cluster in which node ¢ and
A are members has already initiated the procedure.

Let B be one of the nodes detecting host H 4 turn-
ing OFF. The procedure initiated by node B is de-
scribed as follows.

Procedure Switch OFF(A4,B);
Begin;
1. B requests the list of neighbors from
the cluster mates of the shrinked cluster;
For each cluster mate n do
send list of its neighbors to B;
B gets this information and tries to expand
the shrunk cluster ;
B broadcasts the new cluster ;
For each cluster mate n do
Sn = S, U new cluster;
n executes Find Redundant (n, S,) ;
n broadcasts Redundant Clusters;
0. Change in cluster structures are propagated
to rest of the graph,;
End;
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We outline two possible cases:

1. Node A was not a boundary node: A will be only
contained in a single cluster. Hence the cluster
shrinks after the removal of node A. The other
members of the cluster try to expand the cluster
size by including nodes from a different cluster.
This might result in redundant clusters. The re-
dundant clusters are detected and removed.

2. Node A was a boundary node: Here, the removal

of node A will cause more than one cluster to
shrink in size. This will give an opportunity to the
shrinked clusters to combine and in that process
create redundant clusters. All nodes n that were
neighbors to A will look for clusters which can use
itself, neighbors of A, and nodes from a different
cluster. With the formation of new clusters, the
redundant clusters are detected and removed.

The new cluster structures are then sent out to the
rest of the graph.

3.3 Host H4 gets connected to Host Hp

The new connection between H4 and Hp 1s de-
tected simultaneously by both the nodes. Both of
them now try to create a cluster involving A, B and
nodes from other clusters. Formation of these clusters
will be consistent with A as well as B as the cluster
includes both A and B. Once the cluster is formed,
the other cluster-mates of A and B look for redundant
clusters if any.

3.4 Host H,4 disconnects Host Hp

Here, we identify two cases as follows.

1. A was not in any cluster with B: The topologi-

cal change will result in no change in any of the
clusters.

2. A and B shared common clusters: Here, the
topological change will result in the shrinking of
the involved clusters. The hosts H4 and Hp 1ni-
tiate the Switch OFF protocol.

At the event of the change of a cluster structure, the
neighbors will propagate the change to the rest of the
graph.



4 Experimental Results

We performed experiments to determine the aver-
age size of clusters in random graphs. The clusters
were determined using the Switch ON procedure de-
scribed in Section 3.1.

4.1 Experimental Framework

Input to the simulations are (i) N (number of
nodes), and (ii) p (ratio of the total area to the host
coverage area (D/d)). We assume a square room to be
the total area, where, D is the dimension of the square
room. The value of d was chosen to be 10 units (The
typical range of infra-red transreceivers which is com-
monly used for indoor wireless communication is of the
order of 10 meters). The node positions ((x, y) coordi-
nates) were chosen randomly using uniform distribu-
tion within the total area i.e., (0,0) to (D —1,D —1).
4.2 Results and Discussions

For each N (10, 20, 30, 40, 50), p (2, 5, 10, 15, 20),
we ran the simulations for 10000 iterations. We believe
that the results obtained are transient-free. It should
be noted that mazimal clusters are always sought. It
was noticed that for a connected graph, the sequence
of Switch ON procedures always produced a cluster
connected graph. As shown in Figure 4, the average
cluster size increases as N increases. It also increases
when p decreases. For example, the average cluster
size will be very high in a small crowded room. Any
cluster size bigger than 2 will benefit the protocol.
Figure 4 shows the region of values of N and p where
the average cluster size is greater than 2. In these
scenarios, clustering will benefit.

Av. Cluster Size —

Figure 4: Average Cluster Size Vs. N and p

As p grows (as it would for public wide area ser-
vices), N must be large to get an average cluster size
of 2 or more. However, the effectiveness of the pro-
posed approach is that the existing routing protocols
can be directly applied to the network — replacing the
nodes by clusters. Thus, when the average cluster size
is less than 2, the proposed approach does not perform
any worse than the existing routing protocols.

5 Routing Protocol

Through an example, we will show in this section
how to extend existing routing protocols to support
cluster-based approach. We will extend a standard
distance vector routing protocol [11, 16, 18, 19] to sup-
port clusters.

We will first discuss the necessary data structures
to be maintained at each node for the routing pro-
tocol. We will then present an overview of the ex-
tensions to the standard protocol. Later in the sec-
tion we will compare the performance of the proposed
cluster-based approach with couple of existing routing
protocols.

5.1 Data Structures

The following tables are maintained at each node :

o (ClusterTable : This table provides the mapping
between the nodes and their clusters. It might
so happen that a node is a member of more than
one cluster. Thus, for each node, the identifiers
of all the clusters in which the node is currently
a member, is maintained.

e RouteTable . For each destination cluster, the
node maintains the identifier® of the next hop
node, say n, and the number of hops it will take to
reach a node in the destination cluster through n.
This is the table which is referred to while rout-
ing a packet. This table maintains the shortest
available path to every destination cluster.

o AllRouteTable : For each destination, this table
maintains route information of all possible paths
from the node. This table is used to determine the
shortest available path to each destination node,
which is maintained in RouteTable.

The RouteTable and ClusterTable for network in Fig-
ure 1 are shown in Tables 1 and 2. The All-
RouteTable, for Figure 1, happens to be same as its
RouteTable (Table 1), because, there is just one pos-
sible path between any two clusters.

Clusterld | NextHop | Hops
A 4 2
B 4 1
C - 0
D 7 1
E 7 2
F 7 2
G 7 3
H 7 2
I 7 3

Table 1: RouteTable at node 6

5.2 Protocol

A routing protocol can be divided into two phases,
namely, route construction and route maintenance.
During the route construction phase, routes are con-
structed between all pairs of nodes. The route mainte-
nance phase takes care of maintaining loop-free routes
in the face of unpredictable topological changes.

5In ad-hoc networks, MAC address can be used to transmit
packets directly to that node [3].



Node | ClusterIds
1 A
2 A
3 AB
4 B, C
5 C
6 C
7 C,D
8 D, E F, H
9 E
10 E
11 E
12 F,G
13 G
14 G
15 G
16 H, T
17 I
18 I

Table 2: ClusterTable at node 6

5.2.1 Route Construction Phase

The protocol to divide the network graph into clus-
ters have been explained earlier. After clustering, each
boundary node forwards the cluster information (i.e.,
cluster id and its members) to the other clusters it
is part of. Along with the cluster information, a hop
counter is included. The hop counter keeps track of
the number of hops needed to reach any boundary node
of that cluster. The boundary node of the new cluster
increments the hop counter to 1 before forwarding the
cluster information. If a boundary node gets informa-
tion of a new cluster, i1t stores the cluster information
in its ClusterTable, and the hop information in All-
RouteTable and RouteTable. Tt increments the hop
counter and then forwards the cluster information. A
boundary node has to forward information of a new
cluster only once.

Let us illustrate it with an example. In Figure 1,
the boundary nodes are 3, 4, 7, 8, 12, and 16. Node
3 will send {A, (1, 2, 3)} (hop counter for A=1) to
node 4 in cluster B, and, send {B, (4)} (hop counter
for B=1) to nodes (1, 2) in cluster A. Since, 4 re-
ceives information of a new cluster (A), it increments
the hop counter for A to 2 and forwards the cluster
information of A. Thus, the boundary node 7 will get
this information, increment the hop counter and for-
ward the cluster information too. In this manner, the
information of all clusters are distributed to all the
nodes.

Upon receipt of information of all the clusters, the
data structures RouteTable, ClusterTable, and All-
RouteTable at each node will have the topology in-
formation of the whole network.

Each message packet will contain the identifier of
the destination node in its header. When a node re-
ceives a message packet, it looks up the ClusterTable

to determine the cluster in which the destination node
is currently a member. Using the identifier of the des-
tination node’s cluster it looks up the RouteTable to
determine the next hop node for the packet’s destina-
tion. The node then forwards the message packet to
the next hop node. This process of forwarding contin-
ues till the packet reaches 1ts destination.

5.2.2 Route Maintenance Phase

This phase begins when there is a change in the net-
work topology (host connection/disconnection, link
failure/recovery). The route maintenance in our ap-
proach basically boils down to cluster maintenance.
The protocols for cluster maintenance have been ex-
plained previously. The new cluster information will
be propagated throughout the network (optimizations
are not ruled out — they are not yet investigated).
Loop freedom can be achieved using techniques sug-
gested in the existing literature [1, 2] e.g., sequence
numbers, link status, etc.

- /I’;,’/‘f

Figure 5: Movements That Cause Unnecessary Link
Creations/Deletions

5.3 Implementation Details
e Detection of a new link : Each host periodically
broadcasts a beacon, which, includes its identi-
fier. If a host h receives a beacon from another
host A’ which is not in its current neighbor set, it
means that there is a prospective new link to be
created. However, the Switch ON(”) procedure
1s not immediately initiated. This is to avoid un-
necessary oscillations due to the host h’ moving
in and out of host A’s vicinity. Figure 5 shows the
scenarios where the movement of 4’ could cause a
sequence of unnecessary link creations/deletions.

e Detection of a link break : If a host & does not
receive a periodic beacon from A’ which is one of
its cluster mates, it will assume that either A’ has
moved out of its vicinity (cluster) or that A’ is dis-
connected. Host A will then follow the procedure
for host disappearance as explained in Section 3.2.

5.4 Performance Evaluation
5.4.1 Comparison with DSDV [1]

e Our approach does not require the frequent
broadcasts of routing tables to the neighbors as
long as there is no change in a cluster member-
ship. The proposed approach will however incur



some form of cluster maintenance overhead as ex-
plained in Section 5.3. However, the size of a pe-
riodic beacon from each host is much smaller than
the size of a routing table.

e Quick reconvergence in DSDV is obtained by
quick re-broadcast by each and every recipient of
the broadcast, causing degradation of the avail-
ability of the wireless medium. However, in
our approach, re-broadcast is done only by the
boundary nodes. Nodes other than boundary
nodes just listen.

e Memory overhead due to storage of data struc-
tures are considerably smaller for the cluster-
based approach when the average cluster size is
more than 2. This is due to the fact that the rout-
ing information in our protocol is cluster-based
which is smaller than node-based in DSDV .

5.5 Comparison with Corson’s Proto-
col [2]

e Routing optimality is of secondary importance in
[2]; finding a route is what mattered. This re-
duces the topology update overhead, because, as
long as there is a route to a destination avallable
any changes in link status to that destination will
not cause new routes to be searched and created.
If the goal of our approach were to be similar to
[2], our approach will incur lower topology over-
head because of the fact that broadcasts and re-
broadcasts are done only by the boundary nodes.

e The novel property of the protocol in [2] is that
the routing is “source-initiated”. Instead of main-
taining distances from all sources to a destina-
tion, the protocol guarantees route maintenance
only for those sources that actually desire routes.
This property helps in reducing the topology up-
date overhead. Our approach does not restrict a
routing protocol to maintain routes between all
pairs of nodes. However, if we were to maintain
routes to a destination for only those sources that
actually needs them, the performance of our ap-
proach will be “at least” same as [2].

6 Conclusion

Proposed in this paper is a new methodology for
routing in mobile wireless networks. This paper shows
that routing protocols based on clusters could obtain
performance improvements over previous approaches.
Cluster-based protocols allow the network to enjoy the
liberty of maintaining routes between all pairs of nodes
at all times, without causing much network overhead.
Thus, a compromise on routing optimality as sug-
gested in [2] to avoid network congestion might not
be required.

Similar to [2, 10] the cluster-based approach does
not guarantee shortest path. This is due to the fact
that mazimal clusters are always sought in the pro-
posed approach. We are currently involved in the
analysis of the routing overhead. Routing overhead
is ratio of the path length between the source and the

destination as determined by the proposed algorithm
and the actual shortest path length between them.
We expect the path length determined by the cluster-
based approach to be comparable to the shortest path
length. The tradeoff of a routing algorithm in such
high-rate topological change environment such as ad-
hoc networks and packet radio networks, is between
the overhead due to topology update messages, and
the routing overhead. We are also currently analyz-
ing the overhead due to cluster maintenance and the
topology updates.

This paper dealt with protocols for discrete
events (host connection/disconnection, etc.). Future
work will involve extensions of these protocols to sup-
port concurrent events. This paper assumes that the
transmitted packets are received correctly, i.e., reli-
able links. We are currently investigating schemes to
tolerate corrupt wireless links.

Apart from providing connectivity in a dynamic
topology, maintaining routing information (in mobile
wireless networks) has other advantages such as, ex-
tending the base station area coverage (Flgure 6);
consequence of that is delayed and might be much
smoother handoffs.

To The Static
Network
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Figure 6: Extending base station coverage area

7 Acknowledgments

We thank the reviewers for their many valuable
comments.

References

[1] C. Perkins, P. Bhagwat, “Highly Dynamic
Destination Sequenced Distance Vector Rout-
ing (DSDV) for Mobile Computers,” Proc. ACM
SIGCOMM Symposium on Communication, Ar-
chitectures and Protocols, pp. 234-244, 1994.

[2] M. Scott Corson, A. Ephremides, “A Distributed
Routing Algorithm for Mobile Wireless Networks,”

to appear in ACM Journal on Wireless Networks,
Vol.1, No.1, 1995.

[3] David B. Johnson, “Routing in Ad Hoc Networks
of Mobile Hosts,” Proc. of Workshop on Mobile
Computing and Applications, Dec., 1994.



[4] P. Krishna et. al., “Routing in Mobile Networks,”
Technical Report (in preparation), Dept. of Com-
puter Science, Texas A&M University.

[5] S. Mohan and R. Jain, “Two User Location Strate-
gies for Personal Communication Services,” IEEE
Personal Communications, Vol. 1, No. 1, 1994.

[6] P. Krishna, N. H. Vaidya and D. K. Pradhan, “Ef-
ficient Location Management in Mobile Wireless
Networks,” Technical Report, Dept. of Computer
Science, Texas A&M University, Feb., 1995.

[7] P. Krishna, N. H. Vaidya and D. K. Pradhan, “Lo-
cation Management in Distributed Mobile Envi-
ronments,” Proc. of Third Intl. Conf. on Parallel
and Distributed Information Systems, pp. 81-88,
Sep., 1994.

[8] J.Toannidis, et. al., “IP-based Protocols for Mobile
Internetworking,” Proc. ACM SIGCOMM Sympo-
stum on Communication, Architectures and Pro-

tocols, pp. 235-245, October 1991.

[9] C. Perkins, “IP Mobility Support,” Internet Draft,
IETF Mobile TP Working Group, Oct., 1994.

[10] E. Gafni, D. Bertsekas, “Distributed Algorithms
for Generating Loop-free Routes in Networks with
Frequently Changing Topology,” IEEE Trans. on
Comm., January, 1981.

[11] D. Bertsekas, R. Gallager, Dala Nelworks,
Prentice-Hall, 1987.

[12] J. J. Garcia-Luna-Aceves, “A Unified Approach
to Loop-free Routing Algorithm Using Distance
Vectors or Link States,” ACM SIGCOMM Sympo-

stum on Communication, Architectures and Pro-
tocols, Sep., 1989.

[13] J. M. Jaffe and F. M. Moss, “A Responsive Rout-
ing Algorithm for Computer Networks,” IEEE
Trans. on Communications, pp. 1758-1762, July,
1982.

[14] M. Schwartz and T. E. Stern, “Routing Tech-
niques used in Communication Networks,” [FFE
Trans. on Communications, pp. 539-552, April,
1980.

[15] J. J. Garcia-Luna-Aceves, “Loop-Free Routing
Using Diffusing Computations,” IEEE Trans. on
Networking, Vol. 1, No. 1, Feb., 1993.

[16] J. Jubin and J. D. Tornow, “The DARPA Packet
Radio Network Protocols,” Proceedings of the
IEFEE, Vol.75, No. 1, pp. 21-32, January, 1987.

[17] P. R. Karn, H. E. Price, and R. J. Diersing,
“Packet Radio in the Amateur Service,” [EEFE
Journal on Selected Areas in Communications,

Vol. 3, No. 3, pp. 431-439, May, 1985.
[18] J. M. McQuillan and D. C. Walden, “The ARPA

Network Design Decisions,” Computer Networks,

Vol.1, No.5, pp. 243-289, Aug., 1977.

[19] C. Hedrick, Routing Information Protocol, RFC
1058, June, 1988.

[20] J. M. McQuillan, I. Richer, and E. C. Rosen,
“The New Routing Algorithm for ARPANET,”
IEFEE Trans. on Comm., Vol. 28, No. 5, pp. 711-
719, May, 1980.

[21] W. Diepstraten, G. Ennis, and P. Bellanger,
“DFWMAC - Distributed Foundation Wire-
less Medium Access Control,” IEEE Document
P802.11-93/190, Nov., 1993.



