
A Cluster-based Approach for Routing in Ad-Hoc Networks�P.Krishna M. Chatterjee N. H. Vaidya D. K. PradhanDepartment of Computer ScienceTexas A&M UniversityCollege Station, TX 77843-3112Contact E-mail: pkrishna@cs.tamu.eduAbstractThis paper presents a \cluster-based" approach torouting in ad-hoc networks. A cluster is de�ned bya subset of nodes which are `reachable' to each other.Our approach is motivated by our study of existence ofclusters (size greater than 2) in random graphs. Thebasic idea behind the protocol is to divide the graphinto number of overlapping clusters. A change in thenetwork topology corresponds to a change in the clus-ter membership. Performance of the proposed routingprotocol (reconvergence time, and update overhead)will hence be determined by the average cluster sizein the network graph. The e�ectiveness of this ap-proach lies in the fact that existing routing protocolscan be directly applied to the network { replacing thenodes by clusters. When the average cluster size is lessthan 2, the proposed approach does not perform anyworse than the existing routing protocols. Generaliza-tion of the proposed approach is a subject of ongoingresearch.1 IntroductionMobile wireless networks gives users communicat-ing capability and information accessing capability re-gardless of the location of the user. With the avail-ability of wireless interface cards, mobile hosts are nolonger required to remain con�ned within the staticnetwork premises to get network access. In order tocommunicate with any particular host, it is �rst nec-essary to locate the host in the network. This is dueto the fact that the hosts are mobile and could beanywhere. In addition to mobility, the host can alsobe in a disconnected mode (power-saving). This dy-namic feature in mobile wireless networks leads to theproblem of keeping track of the topology connectivity.This problem becomes noticeable when the the rate ofchange is high, and the network sizes are large.An important issue in mobile wireless networksis the design and analysis of topology managementschemes. This paper investigates the consequence ofmobility and disconnections of mobile hosts on therouting overhead in a \mobile" network. We de-�ne a mobile network as a cooperative set of mo-bile hosts which can communicate with each other�Research reported is supported in part by AFOSR undergrant F49620-94-1-0276, and Texas Advanced Technology Pro-gram under grant 999903-029.

over the wireless links (direct or indirect) without anystatic network interaction1. Example of such networksare ad-hoc networks [1, 3, 21], and packet radio net-works [2, 16, 17]. The term ad-hoc network is in con-formance with current usage within the IEEE 802.11subcommittee [21]. Ad-hoc networking in the wire-less world refers to the ability to create a peer ori-ented network between several clients all of which arewireless and all of which are \virtually LAN'd" to-gether. Ad-hoc also implies that the wireless networkcan be created dynamically or in an \ad-hoc" fash-ion. Once this type of network has been created bytwo clients then other users may freely gain media ac-cess (provided the speci�c security and con�gurationparameters of the physical link are valid). The wire-less LANs and their standards address only the MACand PHY layers and thus a wireless network whichfeatures this function relies on the upper level pro-tocol stacks (i.e., IPX, IP, netBIOS, etc.) to allowfor either peer-to-peer or client-server operation froma session/application point of view. The focus of thispaper is to introduce a new routing methodology moresuited for such mobile networks.Example applications of such mobile networksrange from conference rooms to battle�elds. To com-municate with each other, each mobile user needs toconnect to a static network (wide area network, satel-lite network). However, there might be situationswhere connecting each mobile user to a static networkmay not be possible due to lack of facilities, or may beexpensive. In such situations, it would be more prefer-able for the mobile users to set up communication linksbetween themselves without any static network inter-action [3].In the current proposed mobile wireless networks,routing information of each mobile host is maintainedin some database (HLR and VLR in IS-41 [5, 6], homeagent and foreign agent in mobile IP [8, 9]) which is lo-cated in the static network. However, there is no suchdatabase available for ad-hoc networks. The routinginformation will be maintained at the mobile hosts toforward packets to other hosts. The problem in handis the complexity of updating the routing information1We assume that a mobile host has the capability to commu-nicate directlywith anothermobile host. It is also assumed thatthe mobile hosts have the capability to forward (relay) packets.



in such a dynamic (due to the mobility of the hosts,and limited power on the hosts, thus, host disconnec-tions) network.1.1 Previous WorkNumerous routing protocols have been proposedin the recent years. One of the most popular tech-niques for routing in communication networks is viadistributed algorithms for �nding shortest paths inweighted graphs [12, 13, 14, 18]. These distributedalgorithms di�er in the way the routing tables at eachhost are constructed, maintained and updated. Theprimary attributes for any routing protocol are :� Simplicity : This is one of the most primary at-tributes for a routing protocol. Simple protocolsare preferred for implementation in operationalnetworks [1].� Loop-free : At any moment, the paths impliedfrom the routing tables of all hosts taken togethershould not have loops. Looping of data packetsto be routed results in considerable overhead.� Convergence characteristics : The time requiredto converge to new routes after a topology changeshould not be high. Quick convergence is possibleby requiring the nodes to frequently broadcast theupdates in the routing tables.� Storage overhead : The memory overhead in-curred due to the storage of the routing infor-mation should be low.The conventional routing protocols can be broadlyclassi�ed as distance vector and link state protocols.The distance vector routing uses the classical dis-tributed bellman-ford algorithm [11, 16, 18, 19]. Eachhost maintains for each destination a set of distancesthrough each of its neighbors. In order to maintainup-to-date information, each host periodically broad-casts to each one of its neighbors, its current estimateof the shortest path to every other host in the network.For each destination, the host determines a neighborto be the next hop for a message destined for the des-tination if the neighbor has the shortest path to thedestination.Link state routing requires each host to have knowl-edge of the entire network topology [20]. To maintainconsistent information, each host monitors the cost ofeach communication link to each of its neighbors, andperiodically broadcasts an update in this informationto all other hosts in the network. Based on this infor-mation of the cost of each link in the network, eachhost computes the shortest path to each possible des-tination host. The processing overhead and the net-work bandwidth overhead of link state protocols aregenerally more than distance vector protocols.The problems in using conventional routing proto-cols in an ad-hoc network have been discussed in greatdetail in [1, 3]. For completeness sake, we brie
y listthe problems in the following.� The conventional routing protocols were not de-signed for networks where the topological connec-tivity is subject to frequent, unpredictable change

as evident in ad-hoc networks. Most of them ex-hibit their least desirable behavior for highly dy-namic interconnection topology.� Existing protocols could place heavy computa-tional burden on mobile computers, and the wire-less networks, in terms of battery power and net-work bandwidth respectively.� Convergence characteristic of these protocols isnot good enough to suit the needs of ad-hoc net-works.� Wireless media has a limited and variable range,di�erent from existing wired media.The protocol described in [1] addresses some of theabove stated problems by modifying the Bellman-Fordrouting algorithm. They use sequence numbers to pre-vent routing table loops, and, settling-time data fordamping out 
uctuations in route table updates. Theconvergence on the average was rapid, however, theworst case convergence was non-optimal. Moreover,their protocol required frequent broadcasts of the rout-ing table by the mobile hosts. The overhead of the fre-quent broadcasts goes up as the population of mobilehosts increases.A distributed routing protocol for mobile packet ra-dio networks was proposed by Corson et al. [2]. Sim-ilar to [10], routing optimality was of secondary im-portance. Rather, their goal was to maintain con-nectivity between the hosts in a fast changing topol-ogy. Moreover, instead of maintaining distances fromall sources to a destination, the protocol guaranteesroute maintenance only for those sources that actu-ally desire routes. This property helps in reducing thetopology update overhead. The protocol is a compro-mise between two extremes : 
ooding [11] (suited forhigh rate of topology change), and shortest-path algo-rithms [15] (suited for low rate of topology change).1.2 Proposed ApproachThis paper presents a new methodology for routingand topology informationmaintenance in mobile wire-less network. Our approach is motivated by our studyof existence of clusters (size greater than 2) in ran-dom graphs. The basic idea behind the protocol is todivide the graph into number of overlapping clusters.A change in the network topology corresponds to achange in the cluster membership. Performance of theproposed routing protocol (reconvergence time, andtopology update overhead) will then be determinedby the average cluster size. The e�ectiveness of thisapproach lies in the fact that existing routing proto-cols can be directly applied to the network { replacingthe nodes by clusters. When the average cluster sizeis less than 2, the proposed approach does not per-form any worse than the existing routing protocols.For future reference, let us formally de�ne clusters.De�nition 1.1: A k-cluster is de�ned by a subset ofnodes which are `reachable' to each other by a pathof length at most k for some �xed k. A k-cluster withk = 1 is a clique. This paper deals with clusters ofk = 1, i.e., 1-clusters. (Hereafter, we refer 1-cluster



simply as cluster.) However, we can also generalize ourprotocols with values of k greater than one (subject ofour ongoing research). Each cluster is identi�ed by itsmembers.2De�nition 1.2: The size, S(C) of a cluster C is thenumber of nodes in C.2De�nition 1.3: A graph is cluster-connected if it sat-is�es the following two conditions :1) The union of the clusters cover the whole graph.2) There is a path from each node to every other nodethrough the edges of the clusters in the graph. 2The main problem here is to develop protocols forcluster maintenance. The protocols should be simpleand distributed, and, should incur low overhead. Tothis e�ect, we develop simple distributed protocols todetect, and, build irredundant clusters in a graph. Wemaintain a minimal number of clusters based on theconnectivity criteria (De�nition 1.3). Experiments areperformed to determine the average cluster size in ran-dom graphs. Section 2 presents the problem of routingin mobile wireless networks. We present the protocolsto divide the nodes into clusters in section 3. Section 4presents experimental results and its discussions. Sec-tion 5 presents the proposed routing protocol basedon clusters. Conclusions are presented in section 6.2 PreliminariesThe problem addressed in this paper can be de�nedas follows:Given: A wireless mobile network con�guration.Problem: Find a `good' loop-free routing between eachmobile host in the network, where the topological con-nectivity is subject to frequent unpredictable change.The problem requires a loop-free distributed routingprotocol which determines an acyclic route betweeneach host whenever a change in the topology is de-tected. The protocol is intended for use in networkswhere the rate of topological change is not so fast asto make \
ooding"2 the only viable routing method,but not so slow as to make any static topology rout-ing applicable. A loop-free3 routing is a routing wherethe path from one host to another does not traversethrough the same node twice. A loop-free routing isdesirable to minimize the consumption of resourcesduring routing.A `good' route from one host to another is not nec-essarily the shortest path. In an environment of fre-quent topological change, a `good' route connects ahost to another host and the route length is compara-ble to the shortest one. Each host maintains a data-structure describing the network topology and somerouting information pertaining to a common routingprotocol. The routing protocol adapts asynchronously2Flooding can be described as an algorithm whereby a nodebroadcasts a message packet to its neighbors, who in turn broad-cast the packet to all their neighbors, except the neighbor fromwhich it was received. This process goes on till the messagepacket reaches the intended destination. This happens providedthe destination is connected to the node which originated the
ood [2].3Loop-free routing requires prevention of loops in the routingtables. Here, existence of temporary loops are not of concern.

in a distributed fashion to arbitrary changes in topol-ogy in the absence of global topological knowledge.Let an undirected graph, G = (V ,E) represent the
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(b)Figure 1: An Examplenetwork of mobile hosts. Each node u, in the graphdenotes a mobile host Hu. Due to the limited rangeof wireless transreceivers, a mobile host can commu-nicate with another host only within a limited geo-graphical region around it. This region is called thehost coverage area { d being the radius. The geo-graphical area covered by a host coverage area is afunction of the medium used for wireless communica-tion. A host Hu is in the vicinity of Hv if the distancebetween nodes u and v is less than or equal to d. Anedge (u,v) connects node u and node v if the corre-sponding hosts are in the `vicinity' and have a directconnection between each other. A host may some-time be isolated where it has no other mobile hostsin its vicinity. Such a host will be represented in thegraph by a disconnected node. A host Hv1 is con-nected to another host Hv2 if there exists at least onepath from node v1 to v2. The path length is givenby the number of edges on the path. Routing fromone node to another node should ideally use the pathwith the shortest length. The wireless mobile rout-ing problem requires a distributed graph algorithm todetermine a loop-free route from each node to everyother node.Example 2.1: The graph (in Figure 1(a)) is formedbased on the geographical locations of the 18 mobilehosts. In this example, the graph is connected as each



node is reachable to every other node. It can be ob-served that based on the positions, some nodes formclusters. The graph (in Figure 1(a)) can be dividedinto nine clusters (in Figure 1(b)). The clusters andtheir respective members are as follows : A (1,2,3),B (3,4), C (4,5,6,7), D (7,8), E (8,9,10,11), F (8,12),G (12,13,14,15), H (8,16) and I (16,17,18). Routingcan be done from one node to another by only us-ing clusters. Routing from node 1 to node 16 is donethrough the clusters A, B, C, D and F . The graph inFigure 1(b) is cluster-connected because, (i) the unionof the clusters covers the whole graph, and (ii) there isa path from each node to every other node using theclusters. 2A topological change in the mobile host net-work corresponds to a change in the graph structureG(V ,E) to G0(V 0,E0). A change in the graph structurecan be of the nature of a node (host) or an edge (con-nection between two hosts). We outline four types ofevents in the mobile network that can incur changesin the graph (in the following HA and HB are mobilehosts) :A) HA switching ON: A host HA switching ON willinclude itself in the graph and make connection withall the hosts in its `vicinity'. Hence, V 0 = V [ fAgand E0 = E [ f(u;A), s.t. Hu is connected to HAg.B) HA switching OFF: A host HA switching OFF willexclude itself from the graph and delete all its edges.Hence, V 0 = V�fAg and E0 = E � f(u;A), s.t.(u;A)2Eg.C) HA gets connected to HB: Here, an edge betweenA and B will be added to the graph. Hence, V 0 = Vand E0 = E [ f(A;B)gD)HA gets disconnected from HB: Here, the edge be-tween A and B will be removed from the graph.Hence, V 0 = V and E0 = E� f(A;B)gA routing protocol will change its routing infor-mation based on the afore-mentioned four types ofchanges in the graph. We add some de�nitions andproperties which will assist in describing our proposedrouting protocol.De�nition 2.1: Cluster set Sn of a node n is de�nedas the set of all clusters in which n is a member. 2De�nition 2.2: If a cluster C2Sn can be removed andstill all nodes i2C, have paths to every other node j,where j 6=i and j2C, using other clusters in Sn, C is aredundant cluster. 2A cluster determined to be redundant for one node,may not be redundant for other nodes. A graph willhave irredundant clusters if and only if each node n donot have redundant clusters in their cluster set Sn.De�nition 2.3: A node A is a boundary node if it isa member of more than one cluster. In Figure 1(b),node 3 is a boundary node as it belongs to two clusters,(1,2,3) and (3,4). However, node 1 is not a boundarynode as it only belongs to (1,2,3).2Lemma 2.1: Addition of each new node to the graphadds at least one new irredundant cluster4. [4] 24However, one or more existing clusters can become redun-dant due to the addition of the new clusters.

Lemma 2.2: Given a graph with irredundant clusters,with the addition of new members, only the membersof new clusters can identify the redundant clusters inthe graph. [4] 2Lemma 2.3: Given a graph with irredundant clusters,removal of one node will reduce the count of the num-ber of irredundant clusters by at most one. [4] 23 Cluster FormationOur proposed routing protocol is based on the for-mation of clusters. Hence, e�cient cluster formationwill be the crux of a routing protocol of this nature.Clusters should be formed in such a way that the re-sulting graph is cluster-connected (See De�nition 1.3).Routing from one node to another will consist of rout-ing inside a cluster and routing from cluster to cluster.A change in the mobile network may or may not resultin a change in the cluster compositions. Here, we haveassumed clusters with k = 1 (See De�nition 1.1). Asmentioned in Section 2, we have identi�ed four di�er-ent possible types of changes in the mobile networkgraph in the occurance of a single event.We present an algorithm to divide the graph intoclusters. Variations and optimizations of the algo-rithm are not ruled out [4]. The main contribution ofthis paper is to present the e�ectiveness of the cluster-based approach for routing in mobile networks. Wewill now present the protocols for cluster updates witheach type of topological change.3.1 Host HA switches ONThe new graph structure G0(V 0,E0) is formed withthe added node. The new node A will result in at leastone new cluster so that with the cluster, node A canroute to the rest of the graph. However, if A connectstwo disjoint subgraphs, it may result in more than oneadded cluster. These new clusters are denoted by es-sential clusters and can be detected by A itself. Theaddition of new clusters may result in zero or one ormore clusters being redundant. The two tasks per-formed during the topological change are (i) additionof new clusters, and (ii) removal of redundant clusters.The goal is to have minimal number of clusters suchthat the graph remains cluster-connected. The proto-col initiated by new node A is described as follows.Procedure Switch ON(A);Begin;1. A sends messages to its neighbors about itsnew arrival;2. For each of A's neighbors n do3. send list of its neighbors to A;4. A gets information from all neighbors &creates all possible new clusters list;5. A executes Find Essential(A,list);6. A broadcasts Essential Clusters;7. For each of A's neighbors n s.t.n2Essential Clusters do8. Sn = Sn [ Essential Clusters ;9. n executes Find Redundant (n, Sn) ;10. n broadcasts Redundant Clusters;11. Change in cluster structures are propagatedto rest of the graph;End;



The new node A broadcasts a message to its neigh-bors indicating its new arrival. Upon receipt of thenew arrival message, the neighbors send a list of theirneighbors to A. Based on the information receivedfrom its neighbors, A determines all possible clustersand stores them in list. The new node A then executesFind Essential function.Function Find Essential(A, list);Begin;1. Sort the clusters in list in a non-descendingorder of their sizes;2. For each cluster C2list do3. Mark(C) :=essential ;4. For each cluster (C2list) ^(Mark(C) =essential) do5. For each node (n2C) ^ (n 6= A) do6. For each cluster (C 02list) ^(C 0 6= C) ^ (Mark(C 0) =essential) do7. if (n2C 0)8. Mark(C) :=non-essential;9. break;10. if (Mark(C) =essential)11. Essential Clusters :=Essential Clusters [ C;12. return;End;The Find Essential function sorts the clusters in listin a non-descending order of their sizes. Initially allthe clusters are marked essential. It then goes througheach essential cluster C to �nd if a node (other thanthe new node A) in C is a member of any other es-sential clusters. If so, it marks the cluster C as non-essential. This will ensure that a node (other than thenew node A) is a member of no more than one essen-tial cluster. Moreover, since the clusters are sorted ina non-descending order of their sizes, the Find Es-sential function returns the largest clusters possible.The essential clusters determined by Find Essentialfunction are stored in Essential Clusters.Function Find Redundant(n, Sn);Begin;1. For each cluster C2Sn do2. Mark(C) :=redundant ;3. For each node (i2C) ^ (i 6= n) do4. match := FALSE ;5. For each cluster (C 02Sn)^(C 0 6= C)do6. if (n2C 0)7. match := TRUE ;8. if match = FALSE9. Mark(C) :=non-redundant;10. if (Mark(C) =redundant)11. Sn := Sn � C ;12. Redundant Clusters :=Redundant Clusters [ C ;13. return ;End;The new node A then broadcasts the essential clus-ter information its neighbors. Only the neighbors whoare members of the essential clusters are involved in

searching for redundant clusters. A neighbor will bea member of no more than one essential cluster. Theneighbor then adds the essential cluster to its clus-ter set. Addition of the essential cluster might makeone or more existing clusters in its cluster set redun-dant. The neighbor then executes Find Redundantfunction. This function determines redundant clustersbased on De�nition 2.2. The redundant clusters de-termined by Find Redundant function are stored inRedundant Clusters. The neighbor broadcasts the re-dundant cluster information to its cluster mates. Theneighbor and its cluster mates then remove the redun-dant clusters.
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(c) (d)Figure 2: An Example of a Node AdditionExample 3.1: For an easier understanding, Figure 2gives an example involving a graph with 4 nodes. Fig-ure 2(a) has 4 nodes and two clusters, namely, (1,2,3)and (2,3,4). When node 5 is switched ON, it sendsmessages to nodes 1, 3, and 4 (Figure 2(b)). On re-ceiving information back from the nodes 1, 3 and 4,node 5 forms clusters (1,3,5) and (3,4,5) as seen inFigure 2(c). It chooses (3,4,5) as the essential clusterand broadcast it to nodes 3 and 4. In the redundantremoval phase, node 3 detects the cluster (2,3,4) to beredundant. The �nal clusters are (1,2,3) and (3,4,5)as in Figure 2(d).2Please refer to [4] for the formal proofs.3.2 Host HA switches OFFWhen host HA turns OFF, its disappearance willonly be detected by its neighbors. Hence, its neigh-



bors will initiate a protocol to adapt to this topolog-ical change. We �rst illustrate the protocol with anexample.
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(d)(c)Figure 3: An Example of a Node RemovalExample 3.2: Figure 3 shows the cluster formationswhen a node is turned OFF in a graph. Figure 3(a) hassix nodes with three clusters, namely, (1,2,3), (2,3,4)and (4,5,6). When node 6 is turned OFF, the cluster(4,5,6) shrinks to (4,5) (Figure 3(b)). In the next step,nodes 4 and 5 try to expand their cluster and createsa cluster (3,4,5) (Figure 3(c)). In the redundant re-moval phase, node 3 detects the cluster (2,3,4) to beredundant. The �nal clusters are (1,2,3) and (3,4,5)as in Figure 3(d). 2There could be more than one node detecting theremoval of a node. The number of nodes initiatingthe Switch OFF procedure should be the number ofclusters A was a member. A node i detecting the re-moval of node A will initiate the procedure if and onlyif no other member of the cluster in which node i andA are members has already initiated the procedure.Let B be one of the nodes detecting host HA turn-ing OFF. The procedure initiated by node B is de-scribed as follows.

Procedure Switch OFF(A,B);Begin;1. B requests the list of neighbors fromthe cluster mates of the shrinked cluster;2. For each cluster mate n do3. send list of its neighbors to B;4. B gets this information and tries to expandthe shrunk cluster ;5. B broadcasts the new cluster ;6. For each cluster mate n do7. Sn = Sn [ new cluster;8. n executes Find Redundant (n, Sn) ;9. n broadcasts Redundant Clusters;10. Change in cluster structures are propagatedto rest of the graph;End;We outline two possible cases:1. Node A was not a boundary node: A will be onlycontained in a single cluster. Hence the clustershrinks after the removal of node A. The othermembers of the cluster try to expand the clustersize by including nodes from a di�erent cluster.This might result in redundant clusters. The re-dundant clusters are detected and removed.2. Node A was a boundary node: Here, the removalof node A will cause more than one cluster toshrink in size. This will give an opportunity to theshrinked clusters to combine and in that processcreate redundant clusters. All nodes n that wereneighbors to A will look for clusters which can useitself, neighbors of A, and nodes from a di�erentcluster. With the formation of new clusters, theredundant clusters are detected and removed.The new cluster structures are then sent out to therest of the graph.3.3 Host HA gets connected to Host HBThe new connection between HA and HB is de-tected simultaneously by both the nodes. Both ofthem now try to create a cluster involving A, B andnodes from other clusters. Formation of these clusterswill be consistent with A as well as B as the clusterincludes both A and B. Once the cluster is formed,the other cluster-mates of A and B look for redundantclusters if any.3.4 Host HA disconnects Host HBHere, we identify two cases as follows.1. A was not in any cluster with B: The topologi-cal change will result in no change in any of theclusters.2. A and B shared common clusters: Here, thetopological change will result in the shrinking ofthe involved clusters. The hosts HA and HB ini-tiate the Switch OFF protocol.At the event of the change of a cluster structure, theneighbors will propagate the change to the rest of thegraph.



4 Experimental ResultsWe performed experiments to determine the aver-age size of clusters in random graphs. The clusterswere determined using the Switch ON procedure de-scribed in Section 3.1.4.1 Experimental FrameworkInput to the simulations are (i) N (number ofnodes), and (ii) � (ratio of the total area to the hostcoverage area (D=d)). We assume a square room to bethe total area, where, D is the dimension of the squareroom. The value of d was chosen to be 10 units (Thetypical range of infra-red transreceivers which is com-monly used for indoor wireless communication is of theorder of 10 meters). The node positions ((x, y) coordi-nates) were chosen randomly using uniform distribu-tion within the total area i.e., (0,0) to (D � 1,D � 1).4.2 Results and DiscussionsFor each N (10, 20, 30, 40, 50), � (2, 5, 10, 15, 20),we ran the simulations for 10000 iterations. We believethat the results obtained are transient-free. It shouldbe noted that maximal clusters are always sought. Itwas noticed that for a connected graph, the sequenceof Switch ON procedures always produced a clusterconnected graph. As shown in Figure 4, the averagecluster size increases as N increases. It also increaseswhen � decreases. For example, the average clustersize will be very high in a small crowded room. Anycluster size bigger than 2 will bene�t the protocol.Figure 4 shows the region of values of N and � wherethe average cluster size is greater than 2. In thesescenarios, clustering will bene�t.
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Av. Cluster SizeFigure 4: Average Cluster Size Vs. N and �As � grows (as it would for public wide area ser-vices), N must be large to get an average cluster sizeof 2 or more. However, the e�ectiveness of the pro-posed approach is that the existing routing protocolscan be directly applied to the network { replacing thenodes by clusters. Thus, when the average cluster sizeis less than 2, the proposed approach does not performany worse than the existing routing protocols.5 Routing ProtocolThrough an example, we will show in this sectionhow to extend existing routing protocols to supportcluster-based approach. We will extend a standarddistance vector routing protocol [11, 16, 18, 19] to sup-port clusters.

We will �rst discuss the necessary data structuresto be maintained at each node for the routing pro-tocol. We will then present an overview of the ex-tensions to the standard protocol. Later in the sec-tion we will compare the performance of the proposedcluster-based approach with couple of existing routingprotocols.5.1 Data StructuresThe following tables are maintained at each node :� ClusterTable : This table provides the mappingbetween the nodes and their clusters. It mightso happen that a node is a member of more thanone cluster. Thus, for each node, the identi�ersof all the clusters in which the node is currentlya member, is maintained.� RouteTable : For each destination cluster, thenode maintains the identi�er5 of the next hopnode, say n, and the number of hops it will take toreach a node in the destination cluster through n.This is the table which is referred to while rout-ing a packet. This table maintains the shortestavailable path to every destination cluster.� AllRouteTable : For each destination, this tablemaintains route information of all possible pathsfrom the node. This table is used to determine theshortest available path to each destination node,which is maintained in RouteTable.The RouteTable and ClusterTable for network in Fig-ure 1 are shown in Tables 1 and 2. The All-RouteTable, for Figure 1, happens to be same as itsRouteTable (Table 1), because, there is just one pos-sible path between any two clusters.ClusterId NextHop HopsA 4 2B 4 1C - 0D 7 1E 7 2F 7 2G 7 3H 7 2I 7 3Table 1: RouteTable at node 65.2 ProtocolA routing protocol can be divided into two phases,namely, route construction and route maintenance.During the route construction phase, routes are con-structed between all pairs of nodes. The route mainte-nance phase takes care of maintaining loop-free routesin the face of unpredictable topological changes.5In ad-hoc networks, MAC address can be used to transmitpackets directly to that node [3].



Node ClusterIds1 A2 A3 A, B4 B, C5 C6 C7 C, D8 D, E, F, H9 E10 E11 E12 F, G13 G14 G15 G16 H, I17 I18 ITable 2: ClusterTable at node 65.2.1 Route Construction PhaseThe protocol to divide the network graph into clus-ters have been explained earlier. After clustering, eachboundary node forwards the cluster information (i.e.,cluster id and its members) to the other clusters itis part of. Along with the cluster information, a hopcounter is included. The hop counter keeps track ofthe number of hops needed to reach any boundary nodeof that cluster. The boundary node of the new clusterincrements the hop counter to 1 before forwarding thecluster information. If a boundary node gets informa-tion of a new cluster, it stores the cluster informationin its ClusterTable, and the hop information in All-RouteTable and RouteTable. It increments the hopcounter and then forwards the cluster information. Aboundary node has to forward information of a newcluster only once.Let us illustrate it with an example. In Figure 1,the boundary nodes are 3, 4, 7, 8, 12, and 16. Node3 will send fA, (1, 2, 3)g (hop counter for A=1) tonode 4 in cluster B, and, send fB, (4)g (hop counterfor B=1) to nodes (1, 2) in cluster A. Since, 4 re-ceives information of a new cluster (A), it incrementsthe hop counter for A to 2 and forwards the clusterinformation of A. Thus, the boundary node 7 will getthis information, increment the hop counter and for-ward the cluster information too. In this manner, theinformation of all clusters are distributed to all thenodes.Upon receipt of information of all the clusters, thedata structures RouteTable, ClusterTable, and All-RouteTable at each node will have the topology in-formation of the whole network.Each message packet will contain the identi�er ofthe destination node in its header. When a node re-ceives a message packet, it looks up the ClusterTable

to determine the cluster in which the destination nodeis currently a member. Using the identi�er of the des-tination node's cluster it looks up the RouteTable todetermine the next hop node for the packet's destina-tion. The node then forwards the message packet tothe next hop node. This process of forwarding contin-ues till the packet reaches its destination.5.2.2 Route Maintenance PhaseThis phase begins when there is a change in the net-work topology (host connection/disconnection, linkfailure/recovery). The route maintenance in our ap-proach basically boils down to cluster maintenance.The protocols for cluster maintenance have been ex-plained previously. The new cluster information willbe propagated throughout the network (optimizationsare not ruled out { they are not yet investigated).Loop freedom can be achieved using techniques sug-gested in the existing literature [1, 2] e.g., sequencenumbers, link status, etc.
h

h’

h’Figure 5: Movements That Cause Unnecessary LinkCreations/Deletions5.3 Implementation Details� Detection of a new link : Each host periodicallybroadcasts a beacon, which, includes its identi-�er. If a host h receives a beacon from anotherhost h0 which is not in its current neighbor set, itmeans that there is a prospective new link to becreated. However, the Switch ON(h0) procedureis not immediately initiated. This is to avoid un-necessary oscillations due to the host h0 movingin and out of host h's vicinity. Figure 5 shows thescenarios where the movement of h0 could cause asequence of unnecessary link creations/deletions.� Detection of a link break : If a host h does notreceive a periodic beacon from h0 which is one ofits cluster mates, it will assume that either h0 hasmoved out of its vicinity (cluster) or that h0 is dis-connected. Host h will then follow the procedurefor host disappearance as explained in Section 3.2.5.4 Performance Evaluation5.4.1 Comparison with DSDV [1]� Our approach does not require the frequentbroadcasts of routing tables to the neighbors aslong as there is no change in a cluster member-ship. The proposed approach will however incur



some form of cluster maintenance overhead as ex-plained in Section 5.3. However, the size of a pe-riodic beacon from each host is much smaller thanthe size of a routing table.� Quick reconvergence in DSDV is obtained byquick re-broadcast by each and every recipient ofthe broadcast, causing degradation of the avail-ability of the wireless medium. However, inour approach, re-broadcast is done only by theboundary nodes. Nodes other than boundarynodes just listen.� Memory overhead due to storage of data struc-tures are considerably smaller for the cluster-based approach when the average cluster size ismore than 2. This is due to the fact that the rout-ing information in our protocol is cluster-basedwhich is smaller than node-based in DSDV .5.5 Comparison with Corson's Proto-col [2]� Routing optimality is of secondary importance in[2]; �nding a route is what mattered. This re-duces the topology update overhead, because, aslong as there is a route to a destination available,any changes in link status to that destination willnot cause new routes to be searched and created.If the goal of our approach were to be similar to[2], our approach will incur lower topology over-head because of the fact that broadcasts and re-broadcasts are done only by the boundary nodes.� The novel property of the protocol in [2] is thatthe routing is \source-initiated". Instead of main-taining distances from all sources to a destina-tion, the protocol guarantees route maintenanceonly for those sources that actually desire routes.This property helps in reducing the topology up-date overhead. Our approach does not restrict arouting protocol to maintain routes between allpairs of nodes. However, if we were to maintainroutes to a destination for only those sources thatactually needs them, the performance of our ap-proach will be \at least" same as [2].6 ConclusionProposed in this paper is a new methodology forrouting in mobile wireless networks. This paper showsthat routing protocols based on clusters could obtainperformance improvements over previous approaches.Cluster-based protocols allow the network to enjoy theliberty of maintaining routes between all pairs of nodesat all times, without causing much network overhead.Thus, a compromise on routing optimality as sug-gested in [2] to avoid network congestion might notbe required.Similar to [2, 10] the cluster-based approach doesnot guarantee shortest path. This is due to the factthat maximal clusters are always sought in the pro-posed approach. We are currently involved in theanalysis of the routing overhead. Routing overheadis ratio of the path length between the source and the

destination as determined by the proposed algorithmand the actual shortest path length between them.We expect the path length determined by the cluster-based approach to be comparable to the shortest pathlength. The tradeo� of a routing algorithm in suchhigh-rate topological change environment such as ad-hoc networks and packet radio networks, is betweenthe overhead due to topology update messages, andthe routing overhead. We are also currently analyz-ing the overhead due to cluster maintenance and thetopology updates.This paper dealt with protocols for discreteevents (host connection/disconnection, etc.). Futurework will involve extensions of these protocols to sup-port concurrent events. This paper assumes that thetransmitted packets are received correctly, i.e., reli-able links. We are currently investigating schemes totolerate corrupt wireless links.Apart from providing connectivity in a dynamictopology, maintaining routing information (in mobilewireless networks) has other advantages such as, ex-tending the base station area coverage (Figure 6);consequence of that is delayed and might be muchsmoother hando�s.
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