
Recoverable Mobile Environment: Design and Trade-o� Analysis�Dhiraj K. Pradhan P. Krishna Nitin H. VaidyaLaboratory of Computer and Digital SystemsDepartment of Computer ScienceTexas A&M UniversityCollege Station, TX 77843-3112AbstractThe mobile wireless environment poses challengingproblems in designing fault-tolerant systems becauseof the dynamics of mobility, and limited bandwidthavailable on wireless links. Traditional fault-toleranceschemes, therefore, cannot be directly applied to thesesystems. Mobile systems are often subject to environ-mental conditions which can cause loss of communica-tions or data. Because of the consumer orientation ofmost mobile systems, run-time faults must be correctedwith minimal (if any) intervention from the user. Thefault-tolerance capability must, therefore, be transpar-ent to the user.Presented here are schemes for recovery upon a fail-ure of a mobile host. This paper portrays the limita-tions of the mobile wireless environment, and their im-pact on recovery protocols. Toward this, adaptation ofwell-known recovery schemes are presented which suitthe mobile environment. The performance of theseschemes has been analyzed to determine those envi-ronments where a particular recovery scheme is best-suited. The performance of the recovery schemes pri-marily depends on (i) the wireless bandwidth, (ii) thecommunication-mobility ratio of the user, and (iii) thefailure rate of the mobile host.1 IntroductionA distributed system with mobile hosts is composedof a static backbone network and a dynamic wire-less network [5]. A node that can move while retain-ing its network connection is referred to as a mobilehost. A static network is comprised of the �xed hostsand the communication network. Some of the �xedhosts, called base stations, are augmented with a wire-less interface, providing a gateway for communicationbetween the wireless and the static network. Becauseof the limited range of the wireless transceivers, a mo-bile host can communicate with a base station onlywithin a limited surrounding region, referred to as abase station's cell. A mobile host can reside in the cellof only one base station at any time. Because of mobil-ity, an active mobile host moves from cell to cell. Thus,when a mobile host moves from one cell to another,the base station responsible for the mobile host must�This research is supported, in part, by the Texas AdvancedTechnology Program under grants C-009741-052 and C-999903-029.

be changed. This process, known as hando�, is trans-parent to the mobile host. Thus, end-to-end connec-tivity in the dynamically changing network topologyis preserved transparently.A mobile host may become unavailable due to (i)failure of the mobile host, (ii) disconnection of themobile host, and (iii) wireless link failure [5]. Lim-itations in battery power make disconnections fromthe network very frequent. Because of their frequency,disconnections must be treated di�erently than fail-ures. The di�erence between disconnection and failureis its elective nature. Disconnections can be treated asplanned failures, which can be anticipated and pre-pared for [5]. The wireless link is equivalent to an in-termittently faulty link, which transmits the correctmessage during fault-free conditions, and which stopstransmitting upon a failure. Disconnections and weakwireless links primarily delay the system response,whereas a host failure a�ects the system state. Strate-gies are developed in this paper which tolerate fail-ure of the mobile host. Transient failures which a�ectthe mobile host, as well as permanent failures, arehandled. It may be noted that the wireless link fail-ure can be treated as a host failure, as well. Whena mobile host fails, it results in a loss of its volatilestate. The mobile host is assumed to be fail-silent;i.e., the base station is able to detect the failure of themobile host. One way to implement it is to requirethat an active mobile host send periodic beacons tothe base station.It will now be discussed why traditional fault-tolerance schemes cannot be applied to a mobile wire-less environment. Some of the di�erences betweenstatic and mobile networks are enumerated in Table 1.Traditional fault-tolerance schemes like checkpoint-ing and message logging [6, 9] require a stable storagefor saving the checkpoint and the logs. It has beenpointed out [2] that while the disk storage on a statichost is stable, the stability of any storage on a mo-bile host is questionable, for obvious reasons such asdropping of laptops or e�ect of airport security sys-tems [3]. Thus, a mobile host's disk storage cannot beconsidered stable and is uniquely vulnerable to catas-trophic failures. Moreover, all mobile hosts are notnecessarily equipped with disk storage. Thus, we needthe stable storage to be located on a static host. An au-tomatic candidate is the `local base station', where the



Category Static Wired Networks Mobile Wireless NetworksNetwork char. Uniform, Non-varying Non-uniform, VaryingHost's local disk Stable UnstableStable storage location Static MobileKey perf. parameter Failure rate Failure rate, wireless bandwidth, mobilityPerf. metrics State-saving cost, Recovery cost State-saving cost, Recovery cost, Hando� timeTable 1: Di�erence Between Static Wired and Mobile Wireless Networks: Recovery Perspectivelocal base station is the base station in charge of thecell in which the mobile host is currently residing. Tra-ditional recovery schemes are not applicable becausethese mobile hosts move from cell to cell. Thus, a mo-bile host does not have a �xed base station to com-municate with. Also, recovery is complicated becausesuccessive checkpoints of a mobile host may be storedat di�erent base stations. This dynamic topologicalsituation warrants formulation of special techniques torecover from failures. Also, some of the failure modesare peculiar to the mobile network not present in astatic network.Traditional fault-tolerant schemes do not considerthe disparity in the network characteristics (band-width, error) of the static network and the wire-less network. Moreover, the network characteristics(bandwidth, error) of the wireless network also varywith the type of network used (infrared, packet relay,satellite, etc.). Over a length of a connection, the mo-bile host might be employing di�erent types of wirelessnetworks. For example, within a building, infrared willbe used; in a campus environment, packet relay willbe used; and in a remote region, satellite will be used.Available wireless bandwidth and error conditions willbe di�erent in each of these wireless networks. Thus,the appropriate recovery protocol needs to be deter-mined adaptively, based on the characteristics of theunderlying wireless network.Performance of traditional recovery schemes pri-marily depends on the failure rate of the host [8, 12].However, in a mobile environment, due to mobility ofthe hosts and limited bandwidth on the wireless links,parameters other than failure rate of the mobile hostplay a key role in determining the e�ectiveness of a re-covery scheme. A mobile environment is determinedby the mobility, wireless bandwidth and the failurerate. This paper presents the following:� User transparent recovery with mobile host failure.� Trade-o�s for the recovery schemes proposed.� Optimal recovery scheme for an environment.We propose several schemes for recovery from afailure of a mobile host. These proposed schemeshave two major components: a state-saving schemeand a hando� scheme. We propose two schemes forstate-saving, namely, (i) No Logging (N ) and (ii) Log-ging (L), and three schemes for hando�, namely, (i)Pessimistic (P ), (ii) Lazy (L), and (iii) Trickle (T ).We denote a recovery scheme that employs a combi-nation of a state-saving scheme, X (X 2 fN;Lg), anda hando� scheme, Y (Y 2 fP;L; Tg), as XY . For

example, LL is a recovery scheme that uses a combi-nation of the Logging scheme for state-saving and theLazy scheme for hando�s.Each combination provides some level of availabil-ity and requires some amount of resources: networkbandwidth, memory, and processing power. Throughanalysis, we show that there can be no single recoveryscheme that performs well for all mobile environments.However, we determine the optimal recovery schemefor each environment, as shown in Figure 1.
Low

All

Mobility Wireless Failure

Low

High

All

All

Bandwidth Rate
Optimal
Scheme

LL

NT

LTHigh

LLLow

HighFigure 1: Optimal Recovery SchemeThis paper is organized as follows. Section 2overviews related work. Section 3 presents the recoverystrategies. Section 4 gives the performance analysis ofthe recovery strategies, and conclusions are found inSection 5.2 Related WorkResearch in mobile computing primarily has fo-cussed on mobility management, database system is-sues, network protocols, disconnected operation anddistributed algorithms for mobile hosts [5, 7]. Workon fault-tolerance issues is very limited.Alagar et.al. [1], demonstrate schemes to toleratebase station failures by replicating the informationstored at a base station, at several \secondary" basestations. Strategies for selecting the secondary basestations were shown. These schemes can easily be in-tegrated with the recovery schemes presented in thispaper, to provide a system that tolerates both basestation and mobile host failures.Rangarajan et.al. [10], present a fault-tolerant pro-tocol for location directory maintenance in mobile net-works. The protocol tolerates base station failures andhost disconnections. Logical timestamps are used todistinguish between old and new location information.The protocol also tolerates the corruption of these log-ical timestamps.Acharya et.al. [3], identify the problems with check-pointing mobile distributed applications, presentingan algorithm for recording global checkpoints for dis-tributed applications running on mobile hosts.



In this paper, however, we consider protocols torecover from failure in a mobile host, independent ofother hosts in the system. Also, we study the e�ect ofmobility and wirelessness on such recovery protocols.3 Recovery StrategiesA recovery strategy essentially has two compo-nents: a state-saving and a hando� strategy. This Sec-tion presents two strategies for saving the state, andthree strategies for hando�, to achieve fault-tolerance.Strategies for saving the state are similar to traditionalfault-tolerance strategies.3.1 State-SavingState-saving strategies presented in this paperare based on traditional checkpointing and message-logging techniques. In such strategies, the host peri-odically saves its state at a stable storage. Thus, uponfailure of the host, execution can be restarted from thelast-saved checkpoint.It was indicated earlier [2] that a mobile host's diskstorage cannot be considered stable. Thus, our algo-rithms use the storage available at the base station forthe cell in which the mobile host is currently residing,as the stable storage.Multiple hosts (both static and mobile) will takepart in a distributed application. Such applicationsrequire messages to be transferred between the hosts,and might also require user inputs at the mobile hosts.While the user inputs may go directly to the mobilehost, the messages will �rst reach the base station incharge of the cell in which the mobile host currentlyresides. The base station then forwards the messagesto the corresponding mobile host. Likewise, all mes-sages sent by a mobile host will �rst be sent to itsbase station, which will forward them to the destina-tion host (static or mobile).Two strategies to save the process state [6] will bediscussed here: (i) No Logging and (ii) Logging. It isassumed that the mobile host remains in one cell dur-ing the length of the application. This is followed by adiscussion of three schemes that address the recoverysteps needed because of mobility.� No Logging Approach (denoted as N ): The state ofthe process can get altered, either upon receipt of amessage from another host, or upon user input. Themessages or inputs that modify the state are calledwrite events. (If semantics of the message are notknown, in the worst case, we might have to assumethat the state gets altered upon receipt of every mes-sage or user input). In the No Logging approach, thestate of the mobile host is saved at the base stationupon every write event on the mobile host data.After a failure, when the mobile host restarts, thehost sends a message to the base station, which thentransfers the latest state to the mobile host. The mo-bile host then loads the latest state and resumes oper-ation. Importantly, need for frequent transmission ofstate on the wireless link is a limiting factor for thisscheme.� Logging Approach (denoted as L): This approachis rooted in \pessimistic" logging [4], used in staticsystems. In this scheme, a mobile host checkpoints

its state periodically. To facilitate recovery, the writeevents that take place in the interval between check-points are also logged. As de�ned earlier, the messagesor inputs that modify the state of the mobile host arecalled write events. If a write message is received fromanother host, the base station �rst logs it, and thenforwards it to the mobile host for execution. Likewise,upon user input (write event), the mobile host �rstforwards a copy of the user input to the base station,for logging. After logging, the base station sends anacknowledgment back to the mobile host. The mobilehost can process the input, while waiting for the ac-knowledgment, but cannot send a response. Only uponreceipt of the acknowledgment does the mobile hostsend its response.The above procedure ensures that no messages oruser inputs are lost due to a failure of the mobile host.The logging of the write events continues until a newcheckpoint is backed up at the base station. The basestation then purges the log of the old write events,along with the previous checkpoint.After a failure, when the mobile host restarts, thehost sends a message to the base station, which thentransfers both the latest backed-up checkpoint of thehost, as well as the log of write events, to the mobilehost. The mobile host then loads the latest backed-up checkpoint and restarts executing, by replaying thewrite events from its logs, thus reaching the state be-fore failure. Below, the recovery steps are consideredwhich are needed, arising due to mobility of the hosts.3.2 Hando�The mobility warrants a special hando� process,described below. The key problem to be addressed ishow a recovery can be e�ected if a mobile host movesto a new cell, as illustrated in the following example.
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stored, the recovery procedure will now have to iden-tify the base station where the checkpoint is saved.This will warrant additional steps to identify the basestation. Therefore, what is proposed is transferringduring the hando� process some information regard-ing the state of the mobile host. The following de-lineates three ways to transfer this information duringthe hando� process: (i) Pessimistic, (ii) Lazy, and (iii)Trickle.3.2.1 Pessimistic Strategy (P )When a mobile host moves from one cell to another,the checkpoint is transferred to the new cell's base sta-tion during hando�. If Logging strategy is being used,then in addition to the checkpoint, the message log isalso transferred to the new cell's base station. Uponreceipt of the checkpoint and/or the log, the new cell'sbase station sends an acknowledgment to the old basestation. The old base station, upon receiving the ac-knowledgment, purges its copy of the checkpoint andthe log, since the mobile host is no longer in its cell.The chief disadvantage to this approach is that itrequires a large volume of data to be transferred dur-ing each hando�. Potentially, this can cause long dis-ruptions during hando�s. However it can be avoidedif we use the Lazy or Trickle strategy, as explained.3.2.2 Lazy Strategy (L)With Lazy strategy, during hando�, there is no trans-fer of checkpoint and log. Instead, the Lazy strategycreates a linked list of base stations of the cells vis-ited by the mobile host. The mobile host may be us-ing either one of the state-saving strategies (No Log-ging or Logging) described earlier. If the mobile hostis using the No Logging strategy, the checkpoint issaved at the current cell's base station after everywrite event. On the other hand, if Logging strategyis used, a log of write events is maintained, in addi-tion to the last checkpoint of the mobile host at thebase station. Upon a hando�, the new cell's base sta-tion keeps a record of the preceding cell. Thus, as amobile host moves from cell to cell, the correspondingbase stations e�ectively form a linked list. One suchlinked list needs to be maintained at the base stationfor each mobile host.This strategy could lead to a problem if the check-point and logs of the mobile host are unnecessarilysaved at di�erent base stations. To avoid this, upontaking a checkpoint at a base station, a noti�cationis sent to the last cell's base station, to purge thecheckpoint and logs of the mobile host, if present. Ifa checkpoint is not present, this base station forwardsthe noti�cation to the preceding base station in thelinked list. This process continues, until a base stationwith an old checkpoint of the mobile host is encoun-tered. All base stations receiving the noti�cation purgeany state associated with the particular mobile host.The Lazy strategy saves considerable network over-head during hando�, compared to the Pessimisticstrategy. Recovery, though, is more complicated.Upon a failure, if the base station does not have theprocess state, it obtains the logs and the checkpoint

from the base stations in the linked list. The base sta-tion then transfers the checkpoint and the log of writeevents to the mobile host. The host then loads thecheckpoint, and replays the messages from the logs toreach the state just before failure.3.2.3 Trickle Strategy (T )Importantly, in the Lazy strategy, the scattering oflogs in di�erent base stations increases as the mobil-ity of the host increases, potentially making recoverytime-consuming. Moreover, a failure at any one basestation containing the log renders the entire state in-formation useless.To avoid this, a Trickle strategy is proposed. Inthis strategy, steps are taken to ensure that the logsand the checkpoint are always at a nearby base sta-tion (which may not be the current base station). Inaddition, care is taken so that the hando� time is aslow as with Lazy strategy.We make sure that the logs and the checkpoint cor-responding to the mobile host are at the \precedingbase station" of the current base station1. (The pre-ceding base station is the base station of the previ-ous cell visited by the mobile host.) Thus, assumingthat neighboring base stations are one hop from eachother (on the static network), the checkpoint and thelogs are always, at most, one hop from the currentbase station.To achieve the above, during hando�, a control mes-sage is sent to the preceding base station to transferany checkpoint or logs that had been stored for theparticular mobile host. Similar to Lazy strategy, thecurrent base station also sends a control message tothe new cell's base station identifying the precedingcell location of the mobile host. Thus, the new cell'sbase station, just retains the identi�cation of the mo-bile host's preceding cell.If a checkpoint is taken at the current base station,it sends a noti�cation to the preceding base stationthat has the last checkpoint and logs, to purge theprocess state of the mobile host. During recovery, ifthe current base station does not have a checkpoint ofthe process, it obtains the checkpoint and/or the logsfrom the preceding base station2. The base stationthen transfers the checkpoint and/or the log to themobile host. The mobile host then loads the check-point and replays the messages from the logs, to reachthe state just before failure.4 Performance AnalysisBasically, six schemes (combinations of state-savingand hando�) are possible. This Section analyzesthese schemes, determining which combination is best-suited for a given environment.1Variations of this scheme are possible where the checkpointand logs are at a bounded distance from current cell.2If No Logging strategy was used for state-saving, the check-point will be transferred. On the other hand, if Logging is used,the checkpoint and the log are transferred.



4.1 Terms and NotationsThe following terminology is used, the signi�canceof which will be clearer later in this Section.� The term operation may refer to one of (i) check-pointing, (ii) logging, (iii) hando�, or (iv) recovery.� Cost of an operation quanti�es the network usageof the messages due to the operation.� �: Failure rate of the mobile host. We assume thatthe time interval between two failures follows an ex-ponential distribution with a mean of 1=�.� �: Hando� rate of the host. We assume that thetime interval between two hando�s follows an expo-nential distribution with a mean of T = 1=�.� The time interval between two consecutive writeevents is assumed to be �xed and equal to 1=�. Writeevents are comprised of user inputs and messages fromother hosts. Since we are only interested in the per-formance penalty due to fault-tolerance of the vari-ous schemes proposed, this assumption will not signif-icantly a�ect the results.� r: Communication-mobility ratio, de�ned as the ex-pected number of write events per hando�, equal to�=�. For a �xed �, a small value of r implies highmobility, and vice-versa.� �: Fraction of write events that are user inputs. If� is 1, then all the write events are user inputs. Thismeans that the application is not distributed in na-ture, and that the mobile host is the only participantin this execution.� Tc: Checkpoint interval, de�ned as the time spentbetween two consecutive checkpoints executing the ap-plication. Tc is �xed for all schemes under considera-tion. Speci�cally, Tc is 1=� for No Logging schemes.� k: Number of write events per checkpoint. Forthe Logging schemes, k = �Tc. For the No Loggingschemes, k is always equal to 1.� �: Wireless network factor. This is the ratio of thecost of transferring a message over one hop of a wire-less network to the cost of transferring the messageover one hop of a wired network. The higher the valueof �, the costlier is the wireless transmission relativeto the wired transmission.� Nc(t): Number of checkpoints in t time units.� Nl(t): Number of messages logged in t time units.� Cc: Average cost of transferring a checkpoint stateover one hop of the wired network.� Cl: Average cost of transferring an application mes-sage over one hop of the wired network.� : Relative logging cost. It is the ratio of the costof transferring an application message to the cost oftransferring a checkpoint state over one hop of thewired network (Cl=Cc).� Cm: Average cost of transferring a control messageover one hop of the wired network. The size of a con-trol message is typically assumed to be much less thanthe size of an application message.� �: Cm=Cc = Relative control message cost. It isthe ratio of the cost of transferring a control messageto the cost of transferring a checkpoint state over onehop of the wired network.� Ch: Average cost of a hando� operation.� Cr: Average cost of a recovery operation.� Ct: Average total cost per hando�.

4.2 Modeling and MetricsThe interval between two hando�s is referred toas hando� interval. A hando� interval can be repre-sented using a 3-state discrete Markov chain [11, 12],as presented in Figure 3.
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Performance metrics for the proposed schemes are:� Hando� Time: The hando� time is theadditional time required to transfer the state informa-tion from one base station to other, with the overheadof fault-tolerance. Basically it is the di�erence in thetime duration of a hando� operation with fault tol-erance and the time duration of a hando� operationwithout fault tolerance.�Recovery Cost: Upon a failure, this is the expectedcost incurred by the recovery scheme, to restore thehost to the state just before the failure.� Total Cost: This is the expected cost incurred dur-ing a hando� interval with and without failure. Thetotal cost is determined as follows:Ct = C01 + P02Cr (2)The costs will depend on the state-saving and hando�scheme used. We denote the total cost of a schemethat employs a combination of a state-saving scheme,X (X 2 fN;Lg), and a hando� scheme, Y (Y 2fP;L; Tg) as CtXY .Now, we will derive the costs C01, Cr, and the hand-o� time for each scheme. The total cost Ct for eachscheme can be determined by replacing the costs C01and Cr obtained, in Equation 2. Our analysis assumesthat the cost of transmitting a message from one nodeto another depends on the number of hops betweenthe two nodes. We also assume that neighboring basestations are at a distance of one network hop fromeach other.4.3 No Logging-Pessimistic (NP) SchemeA checkpoint operation takes place upon everywrite event. Thus, upon every write event, the check-point is transferred over the wireless network to thebase station, incurring a cost of �Cc, on average.There are r write events during a hando� interval.Since there is no logging operation involved, Nl(t) =0; t � 0. During a hando�, the last checkpoint is trans-ferred to the new base station, and in reply, an ac-knowledgement is sent. Therefore, the cost of hando�Ch = Cc + Cm. Thus:C01 = (r�+ 1)Cc +CmDuring recovery, the process state will be presentat the current base station. Therefore, the recoverycost is the cost of transmitting a request message fromthe mobile host to the base station, and the cost oftransmitting the state over one hop of the wirelesslink. Thus: Cr = �(Cc +Cm)4.4 No Logging-Lazy (NL) SchemeThe checkpoint and logging operations are similarto the NP scheme in Section 4.3. However, upon the�rst checkpoint operation at the current base station,a control message is sent to the base station that hasthe last checkpoint, requesting it to purge that check-point. Let that base station be, on average, Nh hopsfrom that current base station. Thus, the average costof purging is NhCm. A hando� operation includes set-ting a pointer at the current base station, and trans-ferring a control message between the current and the

new base stations. Since setting a pointer does notinvolve any network usage, the cost of hando�, Ch, isequal to the cost, Cm, of transferring a control mes-sage between the two base stations. Thus:C01 = r�Cc + NhCm + CmSince a checkpoint operation takes place upon ev-ery write event, and the checkpoint is not transferredto the new base station upon a hando�, the location ofthe last checkpoint will depend on the number of hand-o�s since the last write event. The upper bound on thenumber of hops traversed, to transfer the last check-point to the current base station, will be the numberof hando�s between two write events (or, in this case,checkpoints). In addition to this, the cost of transfer-ring the checkpoint over the wireless link is incurred:�Cc. The average number of hando� operations com-pleted since the last write event (or checkpoint event)until the time of failure is Nh, where:Nh = �Tcexp (3)A cost is also incurred due to the request messagefrom the mobile host for the checkpoint. The cost is(� + Nh)Cm. Thus, an upper bound on the recoverycost is Cr = (Nh + �)(Cc + Cm)We will use this Cr to evaluate CtNL. As this Crestimated is an upper bound, CtNL estimated here issomewhat pessimistic.4.5 No Logging-Trickle (NT) SchemeThe checkpoint and logging operations are the sameas for the NP and NL schemes described in Sections4.3 and 4.4. As in the NL scheme, the hando� costis the cost of transferring a control message from thecurrent to the new base station. In addition to this,a control message is sent to the previous base station,requesting it to transfer any state corresponding to themobile host. This ensures that the maximum numberof hops traversed, to transfer the state during recovery,is one. The cost of the hando� operation is, thus, thesum of the cost of transferring the state over one hopof wired network, and the cost of sending two controlmessages. Thus, Ch = Cc + 2Cm. It should be noted,however, that the hando� time is only determined byCm, for the transfer of a control message between thecurrent and the new base station. The time spent dueto the transfer of state is transparent to the user.Upon the �rst checkpoint operation at the currentbase station, a control message is sent to the basestation that has the last checkpoint, requesting it topurge that checkpoint. Let that base station be, on av-erage, N 0h hops from the current base station. There-fore, the cost of purging is N 0hCm. Thus:C01 = (r�+ 1)Cc + 2Cm +N 0hCmAs stated earlier, during the recovery operation, thenumber of hops traversed to transfer the state is, atmost, one. Thus:Cr = (N 0h + �)(Cc +Cm) , where:



N 0h = 1(1� e��Tc) + 0(e��Tc ) = (1� e��Tc ) , (4)where e��Tc is the probability that the last checkpointtook place at the current base station.4.6 Logging-Pessimistic (LP) SchemeFor this scheme, the state of the process will containa checkpoint and a log of write events. The messagelog will contain the write events that have been pro-cessed since the last checkpoint. The logging cost willinvolve only those write events that have to traversethe wireless network to be logged at the base station.Only the user inputs need to traverse the wireless net-work to be logged. On the other hand, write eventsreceived from other hosts in the network come via thebase station anyway, so they get logged �rst, and thenforwarded to the mobile host. Thus, no cost is in-curred due to logging of write events from other hosts.As stated earlier, � is the fraction of write events thatare user inputs. Thus, �r is the number of user inputsbetween two hando�s. This is also the number of log-ging operations in a hando� interval. For each loggingoperation, there is a cost for the acknowledgment mes-sage sent by the base station over the wireless network.The cost of each acknowledgment message is �Cm.The hando� cost will now include the cost of trans-ferring the state as well as the message log, and thecost of transferring an acknowledgment. Let � denotethe average log size during hando�. Then, the av-erage hando� cost will be (�Cl + Cc + Cm). Underthe assumption of hando�s being a Poisson process,� = k�12 . (Recall that k is the number of write eventsper checkpoint.) Thus:C01 = r�Cck + �r�Cl + �r�Cm + �Cl + Cc + CmDuring recovery, the checkpoint and the log arepresent at the current base station. Therefore, therecovery cost is the cost of transmitting a request mes-sage from the mobile host to the base station, and thecost of transmitting the checkpoint and log over onehop of the wireless network. The expected size of thelog at the time of failure is �0. For Poisson failurearrivals, � 0 = k�12 . Therefore:Cr = �(� 0Cl + Cc +Cm)4.7 Logging-Lazy (LL) SchemeThe checkpoint and logging operations are the sameas for the LP scheme described in Section 4.6. When acheckpoint takes place, the old checkpoint and logs atthe di�erent base stations are purged. As also deter-mined earlier in Section 4.4, the purging cost is NhCm,and the hando� cost is Cm.C01 = r�Cck + �r�Cl + �r�Cm + NhCm + CmAs determined earlier, the expected number ofwrite events completed until the time of failure sincethe last checkpoint is � 0 = k�12 . This is distributedover di�erent base stations. The last checkpoint and

the logs have to traverse, on an average, Nh (Equa-tion 3) hops on the wired network to reach the currentbase station, and an additional wireless hop to reachthe mobile host. A cost of (Nh+�)Cm is also incurreddue to the request message for the checkpoint and thelogs (same as for NL scheme). Therefore,Cr = (Nh + �)(�0Cl + Cc + Cm)4.8 Logging-Trickle (LT) SchemeThe checkpoint and logging operations are the sameas in LP and LL. The cost of hando� operation is,thus, the sum of the cost of sending two control mes-sages (same as for NT scheme), and the cost of trans-ferring checkpoint and logs over one hop of wired net-work. Thus, Ch = �Cl+Cc+2Cm. The cost of purgingis N 0hCm. Thus:C01 = r�Cck +�r�Cl+�r�Cm+�Cl+Cc+2Cm+N 0hCmCr = (N 0h + �)(�0Cl + Cc + Cm)4.9 ResultsThe above equations have been normalized with re-spect to Cc. Recall that  is the relative logging costand is equal to Cl=Cc. Thus, Cl = Cc. Recall that �is the relative control message cost and is equal toCm=Cc. We assume that Cm � Cc (which is thecase, in practice). We replace Cc = 1, Cl = , andCm = � in the above equations and determine thehando� time, recovery cost and the total cost. Therate of writes � is set to 1.For our analysis, we assume that � = 0:5. (Re-call that � is a fraction of write events that are userinputs.) This means that the write events comprisean equal percentage of user inputs and messages fromother hosts. For our analysis, we �x the relative con-trol message cost, � = 10�4.4.9.1 Optimum Checkpoint IntervalAn optimum checkpoint interval is required to be de-termined only for the Logging schemes. Recall that fora No Logging scheme, a checkpoint takes place uponevery write event. However, for a Logging scheme,a checkpoint takes place periodically every Tc units oftime. Since the rate of writes � is equal to 1, the num-ber of write events per checkpoint (k) is equal to Tc.A \good" value for k needs to be chosen for the Log-ging schemes. We de�ne a good value of k to be theone that o�ers the minimum total cost. This value ofk (say, koptLY , for a Logging scheme that uses schemeY for hando�s: Y 2 fP;L; Tg) is a function of thefailure rate �, relative logging cost , wireless networkfactor � and communication-mobility ratio r. Let usconsider the LL scheme as an example. The value ofkoptLL for the LL scheme is obtained as a solution of:@CtLL@k = 0 and @2CtLL@2k < 0Figure 4 illustrates the variation of koptLL with rand � for � = 10�2 and  = 0:1. It can be noticed that
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where Y 2 fL;P; Tg. We assume that relative loggingcost  = 0:1. We vary � to represent di�erent classesof wireless networks. We vary � to represent di�erentfailure rates. We vary the value of r to represent dif-ferent user mobility patterns. We will now illustratethe performance of each of the proposed schemes.4.9.2 Hando� TimeRecall that the hando� time is the additional timerequired, due to the transfer of state information bythe fault tolerance scheme during hando� operation.Let BW be the bandwidth of a link on the wired net-work. Table 2 illustrates the hando� cost and (hando�time �BW ) of the various schemes. The Pessimistichando� schemes incur a very high hando� time com-pared to the Lazy and Trickle hando� schemes. Thisis because in the Lazy scheme, there is no state trans-fer during hando�. In the Trickle scheme, the statetransfer is performed separately from the hando�. Itcan be noticed, however, that for a given state-savingscheme, the hando� cost of the Trickle hando� schemeis almost equal to the Pessimistic hando� scheme.Scheme Hando� Cost (Hando� Time �BW )NP 1 + � 1 + �NL � �NT 1 + 2� �LP 1 + � + � 1 + � + �LL � �LT 1 + 2�+ � �Table 2: Hando� Cost and (Hando� Time �BW )4.9.3 Recovery Cost
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last checkpoint state is always present at the currentbase station. The recovery cost of the NT scheme isa constant for low r (r < 1), and slightly more thanthe NP scheme. This is because the last checkpointof the host is always available one hop from the cur-rent base station. As stated earlier, � is �xed for theanalysis. For a �xed �, as � (i.e.; mobility) decreases,r (= �=�) increases, and the probability of the lastcheckpoint being available at the current base stationincreases. Therefore, at high values of r (r > 1), thecosts of NT and NP converge.The recovery cost of the LP and the LT schemesis proportional to the size of the log before fail-ure. The size of the log depends on k. Since k (=koptLP or koptLT ) increases with r, the recovery costalso increases. Similar to NP and NT schemes, atlow values of r (r < 1), the recovery cost of the LTscheme is slightly higher than LP scheme. However,at high values of r, the costs of LP and LT schemesbecome similar.For low values of r (r < 1), it can be noticedthat the recovery cost of the Lazy hando� (LL andNL) schemes are much larger than for the Pessimisticand the Trickle hando� schemes. This is because thecheckpoint state might not be at the current base sta-tion. Secondly, the log of write events might be dis-tributed at di�erent base stations. Thus, the cost ofrecovery will include the cost of transferring the check-point state and the log from the various base stationsto the current base station, and then forwarding themto the mobile host over the wireless link. The LLscheme incurs a very high recovery cost for low r.The lower the value of r, the greater the amount ofscatter of recovery information. As r increases, thepossibility of a checkpoint operation taking place atthe current base station increases. Thus, the recoverycost decreases as r increases. However, as r increases,k (= koptLL) also increases. Thus, after some valueof r, the recovery cost starts increasing. On the otherhand, the recovery cost of the NL scheme continuesto decrease as r increases. At high values of r (r > 1),the cost of NL converges to NP and NT . Similarly,the cost of the LL scheme becomes similar to LP andLT .As expected, at high values of r (i.e., low mobility),the recovery cost becomes almost independent of thehando� scheme used { the state-saving scheme deter-mining the recovery cost.4.9.4 Total CostFigure 7 illustrates the variation of total cost of var-ious schemes with r, for � = 10�2 and � = 10. Thetotal cost is comprised of the failure-free cost and therecovery cost. The total cost of the Pessimistic hand-o� scheme and the Trickle hando� scheme are almostequal (NP � NT , and, LP � LT ). The Lazy hand-o� scheme incurs a lower total cost at low values ofr (r < 1). At high values of r, the total cost of thedi�erent hando� schemes converge. However, the dif-ference in the total costs of the Logging and No Log-ging schemes remains. The total cost of No Loggingscheme is higher than the Logging scheme for all val-
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