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Abstract

The mobile wireless environment poses challenging
problems in destgning fault-tolerant systems because
of the dynamics of mobility, and limited bandwidth
avatlable on wireless links. Traditional fault-tolerance
schemes, therefore, cannot be directly applied to these
systems. Mobile systems are often subject to environ-
mental conditions which can cause loss of communica-
tions or data. Because of the consumer orientation of
most mobile systems, run-time faults must be corrected
with minimal (if any) intervention from the user. The
fauli-tolerance capability must, therefore, be transpar-
ent to the user.

Presented here are schemes for recovery upon a fail-
ure of a mobile host. This paper portrays the limita-
tions of the mobile wireless environment, and their im-
pact on recovery protocols. Toward this, adaptation of
well-known recovery schemes are presented which suit
the mobile environment. The performance of these
schemes has been analyzed to determine those enwvi-
ronments where a particular recovery scheme is best-
sutted. The performance of the recovery schemes pri-
marily depends on (i) the wireless bandwidth, (ii) the
communication-mobility ratio of the user, and (iir) the
failure rate of the mobile host.

1 Introduction

A distributed system with mobile hosts is composed
of a static backbone network and a dynamic wire-
less network [5]. A node that can move while retain-
ing its network connection is referred to as a mobile
host. A static network is comprised of the fixed hosts
and the communication network. Some of the fixed
hosts, called base stations, are augmented with a wire-
less interface, providing a gateway for communication
between the wireless and the static network. Because
of the limited range of the wireless transceivers, a mo-
bile host can communicate with a base station only
within a limited surrounding region, referred to as a
base station’s cell. A mobile host can reside in the cell
of only one base station at any time. Because of mobil-
ity, an active mobile host moves from cell to cell. Thus,
when a mobile host moves from one cell to another,
the base station responsible for the mobile host must
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be changed. This process, known as handoff, is trans-
parent to the mobile host. Thus, end-to-end connec-
tivity in the dynamically changing network topology
is preserved transparently.

A mobile host may become unavailable due to (i)
failure of the mobile host, (ii) disconnection of the
mobile host, and (iii) wireless link failure [5]. Lim-
itations in battery power make disconnections from
the network very frequent. Because of their frequency,
disconnections must be treated differently than fail-
ures. The difference between disconnection and failure
is its elective nature. Disconnections can be treated as
planned failures, which can be anticipated and pre-
pared for [5]. The wireless link is equivalent to an in-
termittently faulty link, which transmits the correct
message during fault-free conditions, and which stops
transmitting upon a failure. Disconnections and weak
wireless links primarily delay the system response,
whereas a host failure affects the system state. Strate-
gies are developed in this paper which tolerate fail-
ure of the mobile host. Transient failures which affect
the mobile host, as well as permanent failures, are
handled. It may be noted that the wireless link fail-
ure can be treated as a host failure, as well. When
a mobile host fails, it results in a loss of its volatile
state. The mobile host is assumed to be fail-silent;
1.e., the base station is able to detect the failure of the
mobile host. One way to implement it is to require
that an active mobile host send periodic beacons to
the base station.

It will now be discussed why traditional fault-
tolerance schemes cannot be applied to a mobile wire-
less environment. Some of the differences between
static and mobile networks are enumerated in Table 1.

Traditional fault-tolerance schemes like checkpoint-
ing and message logging [6, 9] require a stable storage
for saving the checkpoint and the logs. It has been
pointed out [2] that while the disk storage on a static
host is stable, the stability of any storage on a mo-
bile host is questionable, for obvious reasons such as
dropping of laptops or effect of airport security sys-
tems [3]. Thus, a mobile host’s disk storage cannot be
considered stable and is uniquely vulnerable to catas-
trophic failures. Moreover, all mobile hosts are not
necessarily equipped with disk storage. Thus, we need
the stable storage to be located on a static host. An au-
tomatic candidate is the ‘local base station’, where the



Category

Static Wired Networks

Mobile Wireless Networks

Network char.

Uniform, Non-varying

Non-uniform, Varying

Host’s Tocal disk Stable

Unstable

Stable storage location Static

Mobile

Key perf. parameter Failure rate

Failure rate, wireless bandwidth, mobility

Perf. metrics

State-saving cost, Recovery cost

State-saving cost, Recovery cost, Handoff time

Table 1: Difference Between Static Wired and Mobile Wireless Networks: Recovery Perspective

local base station is the base station in charge of the
cell in which the mobile host is currently residing. Tra-
ditional recovery schemes are not applicable because
these mobile hosts move from cell to cell. Thus, a mo-
bile host does not have a fixed base station to com-
municate with. Also, recovery is complicated because
successive checkpoints of a mobile host may be stored
at different base stations. This dynamic topological
situation warrants formulation of special techniques to
recover from failures. Also, some of the failure modes
are peculiar to the mobile network not present in a
static network.

Traditional fault-tolerant schemes do not consider
the disparity in the network characteristics (band-
width, error) of the static network and the wire-
less network. Moreover, the network characteristics
(bandwidth, error) of the wireless network also vary
with the type of network used (infrared, packet relay,
satellite, etc.). Over a length of a connection, the mo-
bile host might be employing different types of wireless
networks. For example, within a building, infrared will
be used; in a campus environment, packet relay will
be used; and in a remote region, satellite will be used.
Available wireless bandwidth and error conditions will
be different in each of these wireless networks. Thus,
the appropriate recovery protocol needs to be deter-
mined adaptively, based on the characteristics of the
underlying wireless network.

Performance of traditional recovery schemes pri-
marily depends on the failure rate of the host [8, 12].
However, in a mobile environment, due to mobility of
the hosts and limited bandwidth on the wireless links,
parameters other than failure rate of the mobile host
play a key role in determining the effectiveness of a re-
covery scheme. A mobile environment is determined
by the mobility, wireless bandwidth and the failure
rate. This paper presents the following:

e User transparent recovery with mobile host failure.
e Trade-offs for the recovery schemes proposed.
e Optimal recovery scheme for an environment.

We propose several schemes for recovery from a
failure of a mobile host. These proposed schemes
have two major components: a state-saving scheme
and a handoff scheme. We propose two schemes for
state-saving, namely, (i) No Logging (N) and (ii) Log-
ging (L), and three schemes for handoff, namely, (1)
Pessimustic (P), (i) Lazy (L), and (iii) Trickle (T').
We denote a recovery scheme that employs a combi-
nation of a state-saving scheme, X (X € {N, L}), and
a handoff scheme, ¥ (Y € {P,L,T}), as XY. TFor

example, LI is a recovery scheme that uses a combi-
nation of the Logging scheme for state-saving and the
Lazy scheme for handoffs.

Each combination provides some level of availabil-
ity and requires some amount of resources: network
bandwidth, memory, and processing power. Through
analysis, we show that there can be no single recovery
scheme that performs well for all mobile environments.
However, we determine the optimal recovery scheme
for each environment, as shown in Figure 1.
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Figure 1: Optimal Recovery Scheme

This paper i1s organized as follows. Section 2
overviews related work. Section 3 presents the recovery
strategies. Section 4 gives the performance analysis of
the recovery strategies, and conclusions are found in
Section b.

2 Related Work

Research in mobile computing primarily has fo-
cussed on mobility management, database system is-
sues, network protocols, disconnected operation and
distributed algorithms for mobile hosts [5, 7]. Work
on fault-tolerance issues is very limited.

Alagar et.al. [1], demonstrate schemes to tolerate
base station failures by replicating the information
stored at a base station, at several “secondary” base
stations. Strategies for selecting the secondary base
stations were shown. These schemes can easily be in-
tegrated with the recovery schemes presented in this
paper, to provide a system that tolerates both base
station and mobile host failures.

Rangarajan et.al. [10], present a fault-tolerant pro-
tocol for location directory maintenance in mobile net-
works. The protocol tolerates base station failures and
host disconnections. Logical timestamps are used to
distinguish between old and new location information.
The protocol also tolerates the corruption of these log-
ical timestamps.

Acharya et.al. [3], identify the problems with check-
pointing mobile distributed applications, presenting
an algorithm for recording global checkpoints for dis-
tributed applications running on mobile hosts.



In this paper, however, we consider protocols to
recover from failure in a mobile host, independent of
other hosts in the system. Also, we study the effect of
mobility and wirelessness on such recovery protocols.

3 Recovery Strategies

A recovery strategy essentially has two compo-
nents: a state-saving and a handoff strategy. This Sec-
tion presents two strategies for saving the state, and
three strategies for handoff, to achieve fault-tolerance.
Strategies for saving the state are similar to traditional
fault-tolerance strategies.

3.1 State-Saving

State-saving strategies presented in this paper
are based on traditional checkpointing and message-
logging techniques. In such strategies, the host peri-
odically saves its state at a stable storage. Thus, upon
failure of the host, execution can be restarted from the
last-saved checkpoint.

It was indicated earlier [2] that a mobile host’s disk
storage cannot be considered stable. Thus, our algo-
rithms use the storage available at the base station for
the cell in which the mobile host is currently residing,
as the stable storage.

Multiple hosts (both static and mobile) will take
part in a distributed application. Such applications
require messages to be transferred between the hosts,
and might also require user inputs at the mobile hosts.
While the user inputs may go directly to the mobile
host, the messages will first reach the base station in
charge of the cell in which the mobile host currently
resides. The base station then forwards the messages
to the corresponding mobile host. Likewise, all mes-
sages sent by a mobile host will first be sent to its
base station, which will forward them to the destina-
tion host (static or mobile).

Two strategies to save the process state [6] will be

discussed here: (i) No Logging and (ii) Logging. Tt is
assumed that the mobile host remains in one cell dur-
ing the length of the application. This is followed by a
discussion of three schemes that address the recovery
steps needed because of mobility.
e No Logging Approach (denoted as N): The state of
the process can get altered, either upon receipt of a
message from another host, or upon user input. The
messages or inputs that modify the state are called
write events. (If semantics of the message are not
known, in the worst case, we might have to assume
that the state gets altered upon receipt of every mes-
sage or user input). In the No Logging approach, the
state of the mobile host is saved at the base station
upon every write event on the mobile host data.

After a failure, when the mobile host restarts, the
host sends a message to the base station, which then
transfers the latest state to the mobile host. The mo-
bile host then loads the latest state and resumes oper-
ation. Importantly, need for frequent transmission of
state on the wireless link is a limiting factor for this
scheme.

e Logging Approach (denoted as LB: This approach
is rooted in “pessimistic” logging [4], used in static
systems. In this scheme, a mobile host checkpoints

its state periodically. To facilitate recovery, the write
events that take place in the interval between check-
points are also logged. As defined earlier, the messages
or inputs that modify the state of the mobile host are
called write events. If a write message is received from
another host, the base station first logs it, and then
forwards it to the mobile host for execution. Likewise,
upon user input (write event), the mobile host first
forwards a copy of the user input to the base station,
for logging. After logging, the base station sends an
acknowledgment back to the mobile host. The mobile
host can process the input, while waiting for the ac-
knowledgment, but cannot send a response. Only upon
receipt of the acknowledgment does the mobile host
send its response.

The above procedure ensures that no messages or
user inputs are lost due to a failure of the mobile host.
The logging of the write events continues until a new
checkpoint 1s backed up at the base station. The base
station then purges the log of the old write events,
along with the previous checkpoint.

After a failure, when the mobile host restarts, the
host sends a message to the base station, which then
transfers both the latest backed-up checkpoint of the
host, as well as the log of write events, to the mobile
host. The mobile host then loads the latest backed-
up checkpoint and restarts executing, by replaying the
write events from its logs, thus reaching the state be-
fore failure. Below, the recovery steps are considered
which are needed, arising due to mobility of the hosts.

3.2 Handoff

The mobility warrants a special handoff process,
described below. The key problem to be addressed is
how a recovery can be effected if a mobile host moves
to a new cell, as illustrated in the following example.

@ @

Figure 2: Handoff in the Middle of an Execution

Consider the system in Figure 2. BSt¢ denotes ¢-th
base station, and mhz denotes i-th mobile host. Here,
mobile hosts mh1 and mh2 are executing a distributed
algorithm. The mobile host mh2 has saved both its
checkpoint and message log at BS2. In the middle
of the execution, mh2 moves to the cell of BS3, and
then to the cell of BS4. Handoff occurs at both the
boundaries of BS2 and BS3, and BS3 and BS4. Let
a failure of the mobile host mh2 occur upon reaching
the cell of BS4. Had mh2 remained in the cell of BS2,
the system would have recovered because the check-
point and the logs are saved at BS2. But since no
state-saving took place at BS3 or BS4, and since BS4
does not know where the last checkpoint of mh2 is



stored, the recovery procedure will now have to i1den-
tify the base station where the checkpoint is saved.
This will warrant additional steps to identify the base
station. Therefore, what is proposed is transferring
during the handoff process some information regard-
ing the state of the mobile host. The following de-
lineates three ways to transfer this information during
the handoff process: (i) Pessimistic, (ii) Lazy, and (iii)
Trickle.

3.2.1 Pessimistic Strategy (P)

When a mobile host moves from one cell to another,
the checkpoint is transferred to the new cell’s base sta-
tion during handoff. If Logging strategy is being used,
then in addition to the checkpoint, the message log is
also transferred to the new cell’s base station. Upon
receipt of the checkpoint and/or the log, the new cell’s
base station sends an acknowledgment to the old base
station. The old base station, upon receiving the ac-
knowledgment, purges its copy of the checkpoint and
the log, since the mobile host is no longer in its cell.
The chief disadvantage to this approach is that it
requires a large volume of data to be transferred dur-
ing each handoff. Potentially, this can cause long dis-
ruptions during handoffs. However it can be avoided
if we use the Lazy or Trickle strategy, as explained.

3.2.2 Lazy Strategy (L)

With Lazy strategy, during handoff, there is no trans-
fer of checkpoint and log. Instead, the Lazy strategy
creates a linked list of base stations of the cells vis-
ited by the mobile host. The mobile host may be us-
ing either one of the state-saving strategies (No Log-
ging or Logging) described earlier. If the mobile host
1s using the No Logging strategy, the checkpoint is
saved at the current cell’s base station after every
write event. On the other hand, if Logging strategy
is used, a log of write events is mamtamed in addi-
tion to the last checkpoint of the mobile host at the
base station. Upon a handoff, the new cell’s base sta-
tion keeps a record of the preceding cell. Thus, as a
mobile host moves from cell to cell, the corresponding
base stations effectively form a linked list. One such
linked list needs to be maintained at the base station
for each mobile host.

This strategy could lead to a problem if the check-
point and logs of the mobile host are unnecessarily
saved at different base stations. To avoid this, upon
taking a checkpoint at a base station, a notification
is sent to the last cell’s base station, to purge the
checkpoint and logs of the mobile host, if present. If
a checkpoint is not present, this base station forwards
the notification to the preceding base station in the
linked list. This process continues, until a base station
with an old checkpoint of the mobile host 1s encoun-
tered. All base stations receiving the notification purge
any state associated with the particular mobile host.

The Lazy strategy saves considerable network over-
head during handoff, compared to the Pessimistic
strategy. Recovery, though, is more complicated.
Upon a failure, if the base station does not have the
process state, it obtains the logs and the checkpoint

from the base stations in the linked list. The base sta-
tion then transfers the checkpoint and the log of write
events to the mobile host. The host then loads the
checkpoint, and replays the messages from the logs to
reach the state just before failure.

3.2.3 Trickle Strategy (7))

Importantly, in the Lazy strategy, the scattering of
logs in different base stations increases as the mobil-
ity of the host increases, potentially making recovery
time-consuming. Moreover, a failure at any one base
station containing the log renders the entire state in-
formation useless.

To avoid this, a Trickle strategy i1s proposed. In
this strategy, steps are taken to ensure that the logs
and the checkpoint are always at a nearby base sta-
tion (which may not be the current base station). In
addition, care is taken so that the handoff time is as
low as with Lazy strategy.

We make sure that the logs and the checkpoint cor-
responding to the mobile host are at the “preceding
base station” of the current base station®. (The pre-
ceding base station is the base station of the previ-
ous cell visited by the mobile host.) Thus, assuming
that neighboring base stations are one hop from each
other (on the static network), the checkpoint and the
logs are always, at most, one hop from the current
base station.

To achieve the above, during handoff, a control mes-
sage 1s sent to the preceding base station to transfer
any checkpoint or logs that had been stored for the
particular mobile host. Similar to Lazy strategy, the
current base station also sends a control message to
the new cell’s base station identifying the preceding
cell location of the mobile host. Thus, the new cell’s
base station, just retains the identification of the mo-
bile host’s preceding cell.

If a checkpoint is taken at the current base station,
it sends a notification to the preceding base station
that has the last checkpoint and logs, to purge the
process state of the mobile host. During recovery, if
the current base station does not have a checkpoint of
the process; it obtains the checkpoint and/or the logs
from the preceding base station?. The base station
then transfers the checkpoint and/or the log to the
mobile host. The mobile host then loads the check-
point and replays the messages from the logs, to reach
the state just before failure.

4 Performance Analysis

Basically, six schemes (combinations of state-saving
and handoff) are possible. This Section analyzes
these schemes, determining which combination is best-
suited for a given environment.

1Variations of this scheme are possible where the checkpoint
and logs are at a bounded distance from current cell.

2If No Logging strategy was used for state-saving, the check-
point will be transferred. On the other hand, if Logging is used,
the checkpoint and the log are transferred.



4.1 Terms and Notations

The following terminology is used, the significance
of which will be clearer later in this Section.
e The term operation may refer to one of (i) check-
pointing, (i) logging, (iii) handoff, or (iv) recovery.
e Cost of an operation quantifies the network usage
of the messages due to the operation.
e \: Failure rate of the mobile host. We assume that
the time interval between two failures follows an ex-
ponential distribution with a mean of 1/A.
e 10 Handoff rate of the host. We assume that the
time interval between two handoffs follows an expo-
nential distribution with a mean of T'= 1/p.
e The time interval between two consecutive write
events is assumed to be fixed and equal to 1/5. Write
events are comprised of user inputs and messages from
other hosts. Since we are only interested in the per-
formance penalty due to fault-tolerance of the vari-
ous schemes proposed, this assumption will not signif-
icantly affect the results.
e r: Communication-mobility ratio, defined as the ex-
pected number of write events per handoff, equal to
B/p. For a fixed 5, a small value of » implies high
mobility, and vice-versa.
e p: Fraction of write events that are user inputs. If
p 1s 1, then all the write events are user inputs. This
means that the application is not distributed in na-
ture, and that the mobile host is the only participant
in this execution.
e .. Checkpoint interval, defined as the time spent
between two consecutive checkpoints executing the ap-
plication. 7. is fixed for all schemes under considera-
tion. Specifically, T, is 1/3 for No Logging schemes.
e k: Number of write events per checkpoint. For
the Logging schemes, & = 37,. For the No Logging
schemes, k 1s always equal to 1.
o o Wireless network factor. This is the ratio of the
cost of transferring a message over one hop of a wire-
less network to the cost of transferring the message
over one hop of a wired network. The higher the value
of «, the costlier is the wireless transmission relative
to the wired transmission.
e N (t): Number of checkpoints in ¢ time units.
e Ni(1): Number of messages logged in ¢ time units.
o C'.: Average cost of transferring a checkpoint state
over one hop of the wired network.
o (;: Average cost of transferring an application mes-
sage over one hop of the wired network.
e 7: Relative logging cost. It is the ratio of the cost
of transferring an application message to the cost of
transferring a checkpoint state over one hop of the
wired network (C/C;).
o (), Average cost of transferring a control message
over one hop of the wired network. The size of a con-
trol message is typically assumed to be much less than
the size of an application message.
e ¢: (,/C,. = Relative control message cost. Tt is
the ratio of the cost of transferring a control message
to the cost of transferring a checkpoint state over one
hop of the wired network.
e C': Average cost of a handoff operation.
o C,: Average cost of a recovery operation.
o ('y: Average total cost per handoff.

4.2 Modeling and Metrics

The interval between two handoffs is referred to
as handoff interval. A handoff interval can be repre-
sented using a 3-state discrete Markov chain [11, 12],
as presented in Figure 3.

Handoff
Start without failure

A

failure Handoff

after recovery

Figure 3: Markov Chain Representation

State 0 is the initial state when the handoff interval
begins. During the handoff interval, the host receives
messages and/or user inputs (write events). Depend-
ing upon the state-saving scheme, the host either takes
a checkpoint or logs the write events. A transition
from State 0 to State 1 occurs if the handoff inter-
val i1s completed without a failure. If a failure occurs
during the handoff interval, a transition is made from
State 0 to State 2. After State 2 is entered, a tran-
sition occurs to State 1 once the handoff interval is
completed. To simplify the analysis, we have assumed
that, at most, one failure occurs during a handoff in-
terval. This assumption does not significantly affect
the results when the average handoff interval is small,
compared to the mean time to failure.

The transition probability Pys is the probability
that a failure occurs within a handoff interval. Let
t; be the time of failure, and ¢; be the time of hand-
off. Then:

Poa = P(ty <tp) = / / e~ T e T T dry,dry
0] Tf

Solving the above, we get,

A
Pyy = ——
02 Py

The expected duration from the beginning of the
checkpoint interval until the time when the failure oc-
curred, given that a failure occurs before the end of
the checkpoint interval is,

T _/T“ the M dt—l T.e~Te
cerr T f T—emMe T T N 1 — e e

As stated earlier, N.(?) and N;(t) denotes the num-
ber of checkpoints and messages logged in ¢ time units,
respectively. Cost Cpyy of transition (0,1) is the ex-
pected total cost of operations that occurs during the
time spent in State 0 before making the transition to
State 1. Cp is as follows: (Recall that T is the mean
handoff interval.)

Co = (Och)*NC(T)—I—(OzCl)*Nl(T)—I—Ch (1)



Performance metrics for the proposed schemes are:
e Handoff Time: The handoff time is the
additional time required to transfer the state informa-
tion from one base station to other, with the overhead
of fault-tolerance. Basically it is the difference in the
time duration of a handoff operation with fault tol-
erance and the time duration of a handoff operation
without fault tolerance.
e Recovery Cost: Upon afailure, this is the expected
cost incurred by the recovery scheme, to restore the
host to the state just before the failure.
e Total Cost: This is the expected cost incurred dur-
ing a handoff interval with and without failure. The
total cost is determined as follows:

Ci = Co1 + Pp2Cy (2)

The costs will depend on the state-saving and handoff
scheme used. We denote the total cost of a scheme
that employs a combination of a state-saving scheme,
X (X € {N,L}), and a handoff scheme, Y (VY €
{P, L, T}) as CtXY~

Now, we will derive the costs Cy1, C), and the hand-
off time for each scheme. The total cost C} for each
scheme can be determined by replacing the costs Cy
and C, obtained, in Equation 2. Our analysis assumes
that the cost of transmitting a message from one node
to another depends on the number of hops between
the two nodes. We also assume that neighboring base
stations are at a distance of one network hop from
each other.

4.3 No Logging-Pessimistic (NP) Scheme

A checkpoint operation takes place upon every
write event. Thus, upon every write event, the check-
point is transferred over the wireless network to the
base station, incurring a cost of aC., on average.
There are r write events during a handoff interval.
Since there is no logging operation involved, N;(t) =
0,t > 0. During a handoff, the last checkpoint is trans-
ferred to the new base station, and in reply, an ac-
knowledgement is sent. Therefore, the cost of handoff

Ch=0C.+ C,,. Thus:
Cop = (ra+ 1)C. 4+ Cpy

During recovery, the process state will be present
at the current base station. Therefore, the recovery
cost 1s the cost of transmitting a request message from
the mobile host to the base station, and the cost of
transmitting the state over one hop of the wireless
link. Thus:

C, = Oz(CC + Cm)

4.4 No Logging-Lazy (NL) Scheme

The checkpoint and logging operations are similar
to the N P scheme in Section 4.3. However, upon the
first checkpoint operation at the current base station,
a control message is sent to the base station that has
the last checkpoint, requesting it to purge that check-
point. Let that base station be, on average, Nj hops
from that current base station. Thus, the average cost
of purging is N, C),. A handoff operation includes set-
ting a pointer at the current base station, and trans-
ferring a control message between the current and the

new base stations. Since setting a pointer does not
involve any network usage, the cost of handoff, C}, is
equal to the cost, C),, of transferring a control mes-
sage between the two base stations. Thus:

C101 = TO[CC + thm + Cm

Since a checkpoint operation takes place upon ev-
ery write event, and the checkpoint is not transferred
to the new base station upon a handoff, the location of
the last checkpoint will depend on the number of hand-
offs since the last write event. The upper bound on the
number of hops traversed, to transfer the last check-
point to the current base station, will be the number
of handoffs between two write events (or, in this case,
checkpoints). In addition to this, the cost of transfer-
ring the checkpoint over the wireless link is incurred:
aC';. The average number of handoff operations com-
pleted since the last write event (or checkpoint event)
until the time of failure is N, where:

Nh = /'LTcexp (3)

A cost 18 also incurred due to the request message
from the mobile host for the checkpoint. The cost 1s
(o + Ni)Cpy. Thus, an upper bound on the recovery

cost 1s
Cp = (N + 0)(Ce + Cr)

We will use this C, to evaluate Cy . As this C,
estimated 1s an upper bound, C}y estimated here is
somewhat pessimistic.

4.5 No Logging-Trickle (NT) Scheme

The checkpoint and logging operations are the same
as for the NP and N L schemes described in Sections
4.3 and 4.4. As in the N L scheme, the handoff cost
is the cost of transferring a control message from the
current to the new base station. In addition to this,
a control message 1s sent to the previous base station,
requesting it to transfer any state corresponding to the
mobile host. This ensures that the maximum number
of hops traversed, to transfer the state during recovery,
is one. The cost of the handoff operation is, thus, the
sum of the cost of transferring the state over one hop
of wired network, and the cost of sending two control
messages. Thus, C}, = C. 4+ 2C,. It should be noted,
however, that the handoff time i1s only determined by
Cp,, for the transfer of a control message between the
current and the new base station. The time spent due
to the transfer of state is transparent to the user.

Upon the first checkpoint operation at the current
base station, a control message is sent to the base
station that has the last checkpoint, requesting it to
purge that checkpoint. Let that base station be, on av-
erage, N; hops from the current base station. There-
fore, the cost of purging is Nj Cy,. Thus:

Cor = (ra+1)C. + 2Cy, + NjCpy

As stated earlier, during the recovery operation, the
number of hops traversed to transfer the state 1s, at
most, one. Thus:

Cr = (Nf + )(C. + Cp,) , where:



Np=1(1— e Te) 4 0(e™#Te) = (1 — e7#T) | (4)

where e~ #T¢ is the probability that the last checkpoint
took place at the current base station.

4.6 Logging-Pessimistic (LP) Scheme

For this scheme, the state of the process will contain
a checkpoint and a log of write events. The message
log will contain the write events that have been pro-
cessed since the last checkpoint. The logging cost will
involve only those write events that have to traverse
the wireless network to be logged at the base station.
Only the user inputs need to traverse the wireless net-
work to be logged. On the other hand, write events
received from other hosts in the network come via the
base station anyway, so they get logged first, and then
forwarded to the mobile host. Thus, no cost is in-
curred due to logging of write events from other hosts.
As stated earlier, p 1s the fraction of write events that
are user inputs. Thus, pr is the number of user inputs
between two handoffs. This is also the number of log-
ging operations in a handoff interval. For each logging
operation, there is a cost for the acknowledgment mes-
sage sent by the base station over the wireless network.
The cost of each acknowledgment message 1s aCl,.

The handoff cost will now include the cost of trans-
ferring the state as well as the message log, and the
cost of transferring an acknowledgment. Let v denote
the average log size during handoff. Then, the av-
erage handoff cost will be (vC; 4+ C. + Cp,). Under

the assumption of handoffs being a Poisson process,

k—;l. (Recall that k is the number of write events

per checkpoint.) Thus:

v =

raCl,

C101 =

+ praCi 4+ praCy, +vC1 + C. + Cpy

During recovery, the checkpoint and the log are
present at the current base station. Therefore, the
recovery cost is the cost of transmitting a request mes-
sage from the mobile host to the base station, and the
cost of transmitting the checkpoint and log over one
hop of the wireless network. The expected size of the
log at the time of failure is v’. For Poisson failure

arrivals, v/ = % Therefore:
C, = a(V/Cl +C.+ Cm)
4.7 Logging-Lazy (LL) Scheme

The checkpoint and logging operations are the same
as for the L P scheme described in Section 4.6. When a
checkpoint takes place, the old checkpoint and logs at
the different base stations are purged. As also deter-
mined earlier in Section 4.4, the purging cost is NpCl,,
and the handoff cost is C,,.

raCl,

Cor =

+ praCy 4 praCy, + NpCo, + Cy

As determined earlier, the expected number of
write events completed until the time of failure since

the last checkpoint is v/ = % This is distributed
over different base stations. The last checkpoint and

the logs have to traverse, on an average, Np (Equa-
tion 3) hops on the wired network to reach the current
base station, and an additional wireless hop to reach
the mobile host. A cost of (Np+«)Cl, is also incurred
due to the request message for the checkpoint and the
logs (same as for N L scheme). Therefore,

Cr = (Np+)(v'Cr 4+ Co + Crp)
4.8 Logging-Trickle (LT) Scheme

The checkpoint and logging operations are the same
as in LP and LL. The cost of handoff operation is,
thus, the sum of the cost of sending two control mes-
sages (same as for N7 scheme), and the cost of trans-
ferring checkpoint and logs over one hop of wired net-
work. Thus, C} = vC1+C.4+2C,. The cost of purging
is N/ Cp,. Thus:

raCl,

Co1 = +praCi+praCy, +vCi+C.+2C,+ N} Cy,

Cr= (N, + )V Cr + Ce + Ciy)
4.9 Results

The above equations have been normalized with re-
spect to C;. Recall that v is the relative logging cost
and is equal to C;/C.. Thus, C; = vC.. Recall that ¢
is the relative control message cost and 1s equal to
Cm/Ce. We assume that C,, < C, (which is the
case, in practice). We replace C, = 1, C7 = =, and
Cy = € 1n the above equations and determine the
handoff time, recovery cost and the total cost. The
rate of writes 5 1s set to 1.

For our analysis, we assume that p = 0.5. (Re-
call that p is a fraction of write events that are user
inputs.) This means that the write events comprise
an equal percentage of user inputs and messages from
other hosts. For our analysis, we fix the relative con-
trol message cost, ¢ = 107%.

4.9.1 Optimum Checkpoint Interval

An optimum checkpoint interval is required to be de-
termined only for the Logging schemes. Recall that for
a No Logging scheme, a checkpoint takes place upon
every write event. However, for a Logging scheme,
a checkpoint takes place periodically every 7, units of
time. Since the rate of writes 5 is equal to 1, the num-
ber of write events per checkpoint (k) is equal to 7.
A “good” value for k£ needs to be chosen for the Log-
ging schemes. We define a good value of £ to be the
one that offers the minimum total cost. This value of
k (say, kopt;y , for a Logging scheme that uses scheme
Y for handoffs: Y € {P, L, T}) is a function of the
failure rate A, relative logging cost v, wireless network
factor a« and communication-mobility ratio r. Let us
consider the LL scheme as an example. The value of
kopsp for the LL scheme is obtained as a solution of:

0Cipr 0 and 9*Cirr
ok 0%k

Figure 4 illustrates the variation of kopy,, with r
and o for A = 1072 and v = 0.1. It can be noticed that
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Figure 4: kOPfLL vs. rand a: A = 10_2, ~v=0.1

kopt ;. increases as r and « increase. For a given k, as
r increases, the number of checkpoints per handoff in-
creases. This increases the total cost. As « increases,
the cost due to a checkpoint increases. Thus, to lower
the total cost, & should also increase. Therefore, as r
and/or « increases, kopt ;. also increases.

Figure 5 illustrates the variation of kepi,,, with
v and A for » = 0.1 and o = 10. It can be noticed
that kopi;; decreases as v and A increase. As v in-
creases, the cost of the logging operation increases.
Thus, checkpoint interval size has to be reduced to
decrease total cost. Therefore, kopi;, decreases as 7y
increases. As A increases, the probability of failure in-
creases. Thereby, the fraction of recovery cost in the
total cost increases. The recovery cost for the Logging
schemes depends on the average log size during fail-
ure. The average log size, in turn, depends on check-
point interval size. To decrease recovery cost, we need
to reduce checkpoint interval size. Thus, as A increases,
kopt ;. decreases.

0.4

gamma
Figure 5: kopipp vs. v and A: « =10, r =0.1

Similar behavior was observed for the LP and LT
schemes. We used k = kopipy for the analysis of the

Logging scheme which uses scheme Y for handoffs,

where Y € {L, P, T}. We assume that relative logging
cost v = 0.1. We vary « to represent different classes
of wireless networks. We vary A to represent different
failure rates. We vary the value of r to represent dif-
ferent user mobility patterns. We will now illustrate
the performance of each of the proposed schemes.

4.9.2 Handoff Time

Recall that the handoff time is the additional time
required, due to the transfer of state information by
the fault tolerance scheme during handoff operation.
Let BW be the bandwidth of a link on the wired net-
work. Table 2 illustrates the handoff cost and (handoff
time x BW) of the various schemes. The Pessimistic
handoff schemes incur a very high handoff ttme com-
pared to the Lazy and Trickle handoff schemes. This
is because in the Lazy scheme, there is no state trans-
fer during handoff. In the Trickle scheme, the state
transfer is performed separately from the handoff. It
can be noticed, however, that for a given state-saving
scheme, the handoff cost of the Trickle handoff scheme
1s almost equal to the Pessimistic handoff scheme.

Scheme | Handoff Cost || (Handoff Time x BW)
NP 1+¢ 1+¢
NL € €
NT 1+ 2¢ €
LP T+vy+e T+vy+e
LL € €
LT 1+ 2e+ vy €

Table 2: Handoff Cost and (Handoff Time x BW)

4.9.3 Recovery Cost

Recovery Cost
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r

Figure 6: Recovery Cost: A = 1072, a = 10

In Figure 6, we plot the recovery cost for all the
schemes for & = 10, and A = 1072, Similar behav-
ior was observed for other values. As expected, the
recovery cost of the Logging schemes is more than the
No Logging schemes. The recovery cost of the NP
scheme 1s independent of r. The N P scheme incurs
the lowest cost for all values of r. This is because the



last checkpoint state is always present at the current
base station. The recovery cost of the NT scheme is
a constant for low » (r < 1), and slightly more than
the NP scheme. This is because the last checkpoint
of the host is always available one hop from the cur-
rent base station. As stated earlier, 8 is fixed for the
analysis. For a fixed 3, as p (i.e.; mobility) decreases,
r (= B/p) increases, and the probability of the last
checkpoint being available at the current base station
increases. Therefore, at high values of » (r > 1), the
costs of NT and N P converge.

The recovery cost of the LP and the LT schemes
is proportional to the size of the log before fail-
ure. The size of the log depends on k. Since £ (=
koptp p or kOPfLT) increases with r, the recovery cost
also increases. Similar to NP and NT schemes, at
low values of r (r < 1), the recovery cost of the LT
scheme 1s slightly higher than LP scheme. However,
at high values of r, the costs of LP and LT schemes
become similar.

For low values of r (r < 1), it can be noticed
that the recovery cost of the Lazy handoff (LL and
N L) schemes are much larger than for the Pessimistic
and the Trickle handoff schemes. This is because the
checkpoint state might not be at the current base sta-
tion. Secondly, the log of write events might be dis-
tributed at different base stations. Thus, the cost of
recovery will include the cost of transferring the check-
point state and the log from the various base stations
to the current base station, and then forwarding them
to the mobile host over the wireless link. The LL
scheme incurs a very high recovery cost for low r.
The lower the value of r, the greater the amount of
scatter of recovery information. As r increases, the
possibility of a checkpoint operation taking place at
the current base station increases. Thus, the recovery
cost decreases as r increases. However, as r increases,
k (= kopt; ;) also increases. Thus, after some value
of r, the recovery cost starts increasing. On the other
hand, the recovery cost of the NI scheme continues
to decrease as r increases. At high values of r (r > 1),
the cost of NL converges to NP and NT. Similarly,
the cost of the LL scheme becomes similar to LP and
LT.

As expected, at high values of r (i.e., low mobility),
the recovery cost becomes almost independent of the
handoff scheme used — the state-saving scheme deter-
mining the recovery cost.

4.9.4 Total Cost

Figure 7 illustrates the variation of total cost of var-
ious schemes with r, for A = 1072 and a = 10. The
total cost is comprised of the failure-free cost and the
recovery cost. The total cost of the Pessimistic hand-
off scheme and the Trickle handoff scheme are almost
equal (NP ~ NT, and, LP = LT). The Lazy hand-
off scheme incurs a lower total cost at low values of
r (r < 1). At high values of r, the total cost of the
different handoff schemes converge. However, the dif-
ference in the total costs of the Logging and No Log-
ging schemes remains. The total cost of No Logging
scheme is higher than the Logging scheme for all val-
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Figure 7: Total Cost: A = 1072, o = 10

ues of . The LL scheme incurs the lowest total cost
for all r.
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Figure 8: Total Cost: A = 1075, o = 10

Figure 8 illustrates the variation of the total cost
with r, for A = 10®. Comparison of Figures 7 and 8
indicates that, for the same «, as A decreases, the cost
difference between the handoff schemes for the Log-
ging state-saving scheme increases. As the probability
of failure decreases, the Lazy handoff scheme becomes
more justified. The total costs of the Trickle and the
Pessimistic handoff schemes are almost always equal,
and both are higher than the Lazy scheme.

Figure 9 illustrates the variation of the total cost
with 7, for @ = 500. The total cost increases with «.
Comparison of Figures 7 and 9 indicates that, for the
same A, as « increases, the cost difference between the
handoff schemes reduces. Thus, the performance of a
scheme becomes more dependent on the state-saving
scheme used than on the handoff scheme.

4.10 Discussion

Handoff time of Pessimistic handoff schemes is very
high, and unacceptable for applications that require
connection-oriented services. During a handoff period,
there are no packets sent or received by the mobile
host. Thus, if handoff time is very high, the commu-
nication protocols used for these connection-oriented



100000

10000

Total Cost

=
= o
o o
o o

10

0.01 0.1 1 10 100
r

Figure 9: Total Cost: A = 1072, o = 500

services might timeout and/or the mobile host might
notice long disruption in service during handoffs [5].

Some applications might require a very quick recov-
ery, and some other applications might require a very
low total cost to be incurred by the recovery schemes.
Some hosts might be running the application in a high
failure rate environment, and some in a very low fail-
ure rate environment. As can be observed from the
results, there is no single recovery scheme that per-
forms best (lowest total cost, lowest recovery cost and
lowest handoff time) for all environments.

We will now determine the environments where a
particular recovery scheme is best suited. We classify
the environment into low failure rate and high failure
rate environments.

In a low failure rate environment, failures occur
very infrequently. The primary goal of a recovery
scheme in such an environment is to incur low failure-
free cost. The LL scheme incurs low failure-free cost
for all values of r. However, for high « values, the
difference in the failure-free costs of the LL and LT
schemes reduces. Since the recovery time (as deter-
mined by recovery cost) of the LT scheme is much
lower than for the LL scheme for low values of r, it is
preferable to choose LT for high « values.

In a high failure rate environment, failures oc-
cur very frequently. The primary goal of a recovery
scheme is to incur low failure-free cost and low recov-
ery cost. For low r values, the recovery cost of the
LL and NL schemes is very high. Thus, we need to
choose between NT or LT. When « is low, NT in-
curs a low failure-free cost (slightly more than LT),
and provides a quicker recovery than L7T. However,
when « is high, LT becomes preferable. For high »
values, LL 1s preferable over other schemes.

5 Conclusions

Mobile computing’s popularity is rapidly increas-
ing. The new mobile wireless environment presents
many challenges due to the mobile nature of the hosts
and the limited bandwidth on the wireless network.
Presented in this paper are recovery schemes for a mo-
bile wireless environment. The recovery schemes are
a combination of a state-saving strategy and a hand-
off strategy. Two strategies for state-saving, namely,

(i) No Logging and (ii) Logging, and three strategies
for handoff, namely, (i) Pessimistic, (ii) Lazy, and (iii)
Trickle are discussed.

Our main goal here is to present the limitations of
the new mobile computing environment, and its ef-
fects on recovery protocols. The trade-off parameters
to evaluate the recovery scheme were 1dentified. It was
determined that, in addition to the failure rate of the
host, the performance of a recovery scheme depended
on the mobility of the hosts and the wireless band-
width. We analyzed the performance of the various
recovery schemes proposed in this paper, and deter-
mined those mobile environments where a particular
recovery scheme 1s best-suited.

Currently, we are at work on other problems related
to fault-tolerance issues in mobile computing, such as
recovery from failure of a base station, fault-tolerant
broadcast/multicast protocols, and development of
new and efficient distributed recovery schemes.
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