
Roll-Forward and Rollback Recovery: Performance-ReliabilityTrade-O� �Dhiraj K. Pradhan Nitin H. VaidyaDepartment of Computer ScienceTexas A&M UniversityCollege Station, TX 77843-3112fpradhan,vaidyag@cs.tamu.eduAbstractPerformance and reliability achieved by a modular re-dundant system depend on the recovery scheme used.Typically, gain in performance using comparable re-sources results in reduced reliability. Several high-performance computers are noted for small mean timeto failure. Performance is measured here in terms ofmean and variance of the task completion time, relia-bility being a task-based measure de�ned as the prob-ability that a task is completed correctly.Two roll-forward schemes are compared with two roll-back schemes for achieving recovery in duplex sys-tems. The roll-forward schemes discussed here arebased on a roll-forward checkpointing concept pro-posed in [5-8]. Roll-forward recovery schemes achievesigni�cantly better performance than rollback schemesby avoiding rollback in most common fault scenarios.It is shown that the roll-forward schemes improve per-formance with only a small loss in reliability as com-pared to rollback schemes.1. IntroductionPerformance and reliability achieved by a modular re-dundant system depend on the recovery scheme used.Di�erent recovery schemes achieve a di�erent combi-nation of performance and reliability. Given com-parable resources, typically gain in performance isachieved with a sacri�ce in reliability. In this pa-per, performance is measured in terms of mean andvariance of the task completion time and reliability isa task-based measure de�ned as the probability thata task is completed correctly.This paper compares two roll-forward schemes, basedon our earlier work [5-8], with two roll-back schemesfor achieving recovery in duplex systems. It is shownthat the roll-forward schemes achieve better perfor-mance compared to the rollback schemes, with onlya marginal loss in reliability.Figure 1 illustrates an organization that can imple-ment the roll-forward and rollback schemes. Eachprocessing module (PM) is assumed to consist of aprocessor and a volatile storage (VS). It is assumedthat each PM can access a stable storage (SS) which�Research reported is supported in part by ONR.

is also readable by the other modules. A reliableCheckpoint Processor is assumed available which de-tects module failures by comparing the state of eachpair of processing modules (PMs) that perform thesame task. Each pair of processing modules executingan identical task forms a duplex system. Besides theprocessing modules executing duplicated tasks, it isassumed that a small number of non-dedicated sparemodules are available to be utilized for performingdiagnosis and recovery when a duplex system experi-ences a failure.
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2. PreliminariesIt is assumed that a processing module may havebuilt-in error detection capability such as parity andother checks. This built-in detection mechanism al-lows a module to detect its own failure with proba-bility c (coverage). Our earlier work [5-7] as well asrelated work in [3] and [1] assumed coverage c as 0.It may be noted that most real world systems havec > 0.A spare is shared by multiple duplex systems to per-form \concurrent retry". It is important to note thatthe spare is not dedicated, therefore, the spare and aduplex system may not be used to form a TMR sys-tem. Though the spare is shared by multiple duplexsystems, the likelihood is small that the spare will beneeded by multiple duplex systems at the same time[6, 8]. Hence, for the discussion here, it is assumedthat the spare is available to any duplex system whennecessary. The two processing modules in the duplexsystem under consideration are termed A and B. Thespare module is termed S.The state of the PMs at each checkpoint is saved onstable storage under program control. Checkpointingunder program control enables two replicas of a taskexecuted on two PMs to checkpoint at the same pointsduring their execution. The checkpoints are assumedto be equidistant, i.e., the time duration between twoconsecutive checkpoints is �xed. ([4] presents a tech-nique for inserting approximately equidistant check-points.)The checkpoint intervals are denoted as I1, I2; � � � ; Ij ,Ij+1; � � � ; In. The checkpoint of processing module Qat the end of interval Ik is termed CPkQ. A mod-ule failure is said to be a self-detected failure if itis detected by the error detection mechanism withinthe module; the failure is said to be a self-undetectedfailure otherwise. A self-undetected failure may bedetected through checkpoint comparison at the endof the checkpoint interval. In the diagrams illustrat-ing various fault scenarios, a box notation, shown inFigure 2, is used. The di�erent operations listed inFigure 2 are described later when they are used.Length of the computation between two consecutivecheckpoints is denoted by tu. The time taken forcheckpointing is denoted by tch. The time requiredfor a rollback (i.e. the time required to make stateof the two modules consistent with a previous check-point) is tr . The time required for initiating a restartis ts. The time required for making the state of themodules in the duplex consistent with the state savedby one of the modules is tcp.Rollback schemes: When no failure occurs in acheckpoint interval, no rollback is necessary. When asingle self-undetected failure occurs, checkpoint com-parison only detects the fault. Without the knowl-edge of the faulty module, only option is to rollbackboth modules to the previous checkpoint. However,when c > 0, some of the failures are self-detected.Figures 3(a) and 3(b) depict a scenario where a self-detected failure occurs in module B during checkpointinterval Ij , while A does not have a self-detected fail-
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(a) (b)Figure 3: Rollback in duplex systems3. Roll-Forward Checkpointing Scheme IThis section discusses the �rst of the two roll-forwardcheckpointing schemes, named RFCS-I. (The secondscheme, RFCS-II, which achieves higher reliabilitythan RFCS-I is discussed in Section 4.) Dependingon how the failures occur, there are seven possibletypes of fault situations in RFCS-I. If failure occursduring the last two checkpoint intervals (In�1 andIn), ROLLBACK-I is used for recovery rather than



RFCS-I, RFCS-I does not improve performance inthese cases.Let t0 denote the beginning of a checkpoint intervaldenoted as Ij . Let the previous interval completedat t0 be denoted as Ij�1. CP(j�1)A and CP(j�1)B,checkpoints of A and B at the end of Ij�1, are as-sumed to be identical. It is further assumed that thespare is not permanently faulty. The seven possiblefault situations are denoted as (A) through (G). Forbrevity, only (B) and (D) are discussed in detail, oth-ers are brie
y summarized. (The reader is referred to[8] for further details.)The discussion here assumes that the failures may bedetected only at the end of each checkpoint interval.The recovery schemes can be easily modi�ed whenself-detected failures are detected before the end of acheckpoint interval.(B) Single self-detected failure: There is no roll-back in this situation. This situation occurs when asingle module has a self-detected failure in intervalIj . For example, Figure 3(a) illustrates a situationwhere module B has a self-detected failure in inter-val Ij . In this case, the state of module B is madeconsistent with the state of module A, and the twomodules then execute interval Ij+1. This situationwould result in an unreliable outcome if module Ahad a self-undetected failure in interval Ij . (RFCS-IIhandles this fault situation di�erently.)(D) Concurrent retry without rollback: Thissituation occurs when a single module has a self-undetected failure in interval Ij. Furthermore, noother module fails in intervals Ij and Ij+1. With-out loss of generality, assume that processing moduleB has a self-undetected failure during interval Ij andmodules A and S remain fault-free in intervals Ij andIj+1. This case is illustrated in Figure 4.When a failure occurs in interval Ij, checkpointsCPjA and CPjB of A and B are not identical, andthe failure is detected at time t1 (see Figure 4).When a failure is detected, checkpoint CP(j�1)A andCP(j�1)B are retained in the stable storage. Also,checkpoints CPjA and CPjB are saved for use duringconcurrent retry. Concurrent retry is performed todetermine which processing module, A or B, failed inIj and to attempt to mask the failure without roll-back. The following steps are carried out.Step 1: To use spare module S for concurrent retry,make state of S consistent with the state CPj�1 ofmodules A and B. Copy the task's executable codeto S. The time required for this step is tpr . Now, thespare module S is ready to perform computation ininterval Ij . Concurrently, A and B continue executionof the next interval Ij+1.Step 2: When S completes the computation in in-terval Ij, its state CPjS is compared with both CPjAand CPjB. CPjS will be identical to CPjA and dif-ferent from CPjB, as A and S were both assumed
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Figure 4: Situation (D) { Concurrent retry withoutrollbackfault-free in interval Ij . When CPjA and CPjS arefound identical, module A is considered fault-free ininterval Ij . The time required for this state compari-son step is tcc.While S completes interval Ij, A and B complete in-terval Ij+1 and take a checkpoint. Note that A andB were in di�erent states at the beginning of Ij+1.A and B wait for state CPjS to be compared withCPjA and CPjB. The length of this wait is termedtw.1 Once it is determined that CPjA and CPjS areidentical, states of A and B both are made consistentwith checkpoint CP(j+1)A. The time required for thisoperation is termed tcp.Step 3: It is not yet known whether A failed duringinterval Ij+1 and whether CP(j+1)A was erroneous orcorrect. Only CPjA is known to be correct. Aftercompleting the state comparison in step 2, spare Sexecutes interval Ij+1. Concurrently, modules A andB execute interval Ij+2. When S completes Ij+1, itsstate CP(j+1)S is compared with CP(j+1)A. As A andS are both assumed fault-free during Ij+1, CP(j+1)Aand CP(j+1)S will be found identical. CP(j+1)A andCP(j+1)S being identical implies that A was fault-freeuntil the end of interval Ij+1. Thus, it is determinedthat processing modules A and B were in correct stateat the start of interval Ij+2. With this, the concurrentretry initiated by failure of module B in interval Ijis completed. Any failures in interval Ij+2 can betreated similar to the failures in interval Ij. Also, thespare is now free to perform any other computation.As seen above, RFCS-I scheme avoided rollback inspite of a failure of B. The overhead incurred is only(tw + tcp). The traditional rollback scheme requires amuch larger overhead, at least (tu + tch + tr).1 tw = maximum(tpr+ tcc � tch; 0).
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Figure 5: Situation (E)Other fault situations: In situation (A), neither ofthe two duplex modules fails in a checkpoint interval.No recovery is, therefore, necessary. In situation (C),both modules have self-detected failures in checkpointinterval Ij ; therefore, the modules are rolled back tothe previous checkpoint (CP(j�1)A).In situation (E), rollback occurs after the spare hasexecuted one checkpoint interval. This happens whenmodule B(A) has a self-undetected failure during Ij ,spare S is fault-free during Ij , and A(B) has a self-detected failure during Ij+1. In this case, the systemrolls back to CPjB (CPjA), the most recent check-point that is identi�ed as correct. Figure 5 illustratesone such scenario where B has a self-undetected fail-ure in Ij and A has a self-detected failure during Ij+1.Situation (F) occurs when either (i) A and B bothhave self-undetected failures in interval Ij , or (ii)when one of A and B has a self-undetected failurein Ij and the spare also fails in Ij . Figure 6 illus-trates one such scenario in which B and S both haveself-undetected failures while executing Ij.In situation (G), module B(A) and spare S are fault-free during Ij and A(B) has a self-undetected failureduring Ij. Additionally, either the spare fails in Ij+1or B(A) has a self-undetected failure in Ij+1. Fig-ure 7 illustrates one such scenario in which B has aself-undetected failure in Ij and the spare fails whileexecuting Ij+1.
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4. Roll-Forward Checkpointing Scheme IIIn RFCS-I scheme presented in Section 3, the taskis not completed reliably if in a checkpoint intervalboth the modules fail and exactly one of them detectsits own failure. The cause for this unreliability isSituation (B) of RFCS-I. To overcome this cause ofunreliability, another scheme (RFCS-II) is presentedbelow that is a variant of RFCS-I. RFCS-II achieveshigher reliability compared to RFCS-I (see Section 6),at the cost of some performance degradation.The essential di�erence between RFCS-I and RFCS-IIis in the treatment of the fault scenario just described.The treatment of all other fault scenarios in RFCS-II is identical to that in RFCS-I. Speci�cally, situa-tion (A) and situations (C) through (G) are handledidentically in RFCS-I and RFCS-II. Instead of situ-ation (B) in RFCS-I, two situations named (H) and(I) (described below) may occur in RFCS-II. In thisscheme, concurrent retry is initiated even when a sin-gle self-undetected failure occurs during an interval.If failure occurs during the last checkpoint interval(In), then ROLLBACK-II is used for recovery ratherthan RFCS-II (since, in this case, RFCS-II does notimprove performance).(H) No rollback required: Table below describesthe fault scenarios possible in situation (H). Figure 8illustrates scenario H.1. As illustrated in Figure 8,assume that module B has a self-detected failure inIj and module A is not faulty in Ij . Also, module Sdoes not fail in Ij during the concurrent retry.det. � self-detectedundet. � self-undetectedX � don't careFault scenarios possible in situation (H)Status in interval IjA B SH.1 fault-free det. fault fault-freeH.2 det. fault fault-free fault-freeFault scenarios possible in situation (I)Status in interval IjA B SI.1 fault-free det. fault faultyI.2 det. fault fault-free faultyI.3 undet. fault det. fault XI.4 det. fault undet. fault XAfter the failure in B is detected, initiate concurrentretry of interval Ij on spare S. Also, make the stateof module B consistent with CPjA. While the sparecompletes interval Ij , module A completes intervalIj+1. State CPjS of the spare is then compared withCPjA. As A and S are both fault-free in Ij , the twocheckpoints will match. Thus, it is veri�ed that mod-ule A did not fail in interval Ij, and the concurrentretry is completed.(I) Rollback required: The above table describesall the fault scenarios possible in situation (I). Thesteps described in situation (H) are carried out herealso. However, in situation (I), the state comparison
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Figure 8: Situation (H)results in a mismatch. The system is therefore rolledback to state CP(j�1)A (or CP(j�1)B).5. Performance AnalysisThe analysis assumes that failures of any two modulesare independent. Occurrence of a transient failure ofa module is assumed to be a Poisson process withfailure rate �. The notations used here are summa-rized now. (Some of the notations were introduced inearlier sections.) Tu denotes execution time of a taskwithout failures and checkpointing. n is the num-ber of equidistant checkpoints and tu denotes Tu=n.�n denotes the expected (i.e., mean or average) taskcompletion time. �njf denotes the expected comple-tion time of a task given that at least one failure oc-curred during task execution. vn is variance of thetask completion time. tch denotes the time requiredto checkpoint the two modules in a duplex system. tchincludes the time required to compare the two check-points. tr is the time required for a rollback and ts isthe time required for a restart. tcp denotes the timerequired for rolling back to a previous state of one ofthe modules. tcc is the time required for comparingstate of the spare with checkpoints of the processingmodules in a duplex system. tpr is the time requiredto initiate a concurrent retry. T denotes tu + tch. twdenotes idle time equal to maximum(tpr+tcc�tch; 0).For brevity, the details of performance analysis areomitted here [8]. Instead, closed form expressions forRFCS-I scheme are presented. (Similar expressionscan be obtained for RFCS-II and rollback schemes,too.) Let pA through pI be the likelihood of oc-



currence of situations (A) through (I), respectively,enumerated in Sections 3 and 4. For example, situa-tion (B) occurs when one module has a self-detectedfailure in an interval and the other module does nothave a self-detected failure. The probability of thisevent is pB = 2 � c(1 � e��T ) � (1 � c(1 � e��T )).Similarly, the following expressions can be obtained,where f(t) = e��t and g(t) = 1� f(t).pA = f(2T )pB = 2cg(T )(1� cg(T ))pC = c2g2(T )pD = 2(1� c) g(T ) f(T ) f(T + tpr + 2tu + 2tcc)pE = 2(1� c) g(T )f(T ) cg(T )f(tpr + tu + tcc)pF = (1� c)2g2(T ) +2(1� c) g(T ) f(T )g(tpr + tu + tcc)pG = 2(1� c) g(T ) f(T ) f(tpr + tu + tcc)�(g(T + tu + tcc) � cg(T ))pH = 2cg(T )f(T )f(tpr + tu + tcc)pI = 2c(1� c)g2(T ) + 2cg(T )f(T )g(tpr + tu + tcc)As should be expected, pH + pI = pB and pA +pB + pC + pD + pE + pF + pG = 1. Let proll =1� pA � pB � pC = 2(1� c) (1� e��T ) e��T + (1�c)2(1�e��T )2. Let tA = T , tB = T +tcp, tC = T+tr ,tD = 2T+tw+tcp, tE = 2T+tw+tcp, tF = 2T+tw+tr ,tG = 2T + tw+ tu+ tcc+ tcp, and troll = T + tr = tC .When n � 2, the RFCS-I scheme is identical toROLLBACK-I scheme. For n � 3, the following ex-pressions for expected completion time �n and vari-ance vn for RFCS-I can be obtained [8].�n = qD1 + qD 0B@ tm �(n � 2)q�1D + 1�(�qD)n�21+qD �+�1 �q�1D + (�qD)n�1�+(�2 � qABEG�1) �q�1D + (�qD)n�2� 1CAThe expression for vn is given in Figure 9, whereqX = pX=(1� pC � pF ); for X = A; � � � ; G;qABEG = qA + qB + qE + qG;tm = PX=A;B;C;D;E;F;G qXtX ;�1 = (pC+proll)tC1�pC�proll + pAtA+pBtB1�pC�proll ;�2 = 2 �1;v1 = (pC+proll)t2C(1�pC�proll)2 + pAt2A+pBt2B1�pC�proll � (pAtA+pBtB)2(1�pC�proll)2 ;v2 = 2 v1;S1 = v1 + (�1)2;S2 = v2 + (�2)2; andsm =PX=A;B;C;D;E;F;G qXt2X :Recall that �njf is the average task completion time,given that at least one failure occurred during task

execution. Using the expression for �n, �njf can beobtained. �njf = �n � pnA n T1� pnA : (1)Performance of RFCS-I and RFCS-II schemes iscompared with ROLLBACK-I and ROLLBACK-IIschemes, respectively. Parameters for a hypotheticaltask, named Task 1, are listed below. Results pre-sented here for Task 1 are also valid over a range oftask parameters. For brevity, we have chosen onlyone set of parameter values.Tu tch tr ts tcc tcp tpr50 0.50 0.30 0.30 0.70 0.30 0.40Note that when coverage c is 0, ROLLBACK-I andROLLBACK-II schemes become identical. Also,RFCS-I and RFCS-II schemes become identical.Comparison of �njf�njf is the expected task completion time, given thatat least one failure occurs during the execution of thetask. In the absence of failures, RFCS and ROLL-BACK schemes perform identically; �njf is a goodmeasure of how a scheme performs when failures oc-cur. The minimum possible task completion timegiven n checkpoints is n (tu + tch). Numerical re-sults indicated that for the RFCS schemes, �njf iscloser to n (tu + tch) compared to the ROLLBACKschemes. Essentially, this is because of the fact thatthe RFCS schemes avoid rollback in the presenceof a single failure, and therefore complete the taskin about the same time as a failure-free execution.Let g denote the \relative gain" in �njf achieved byan RFCS scheme with respect to the correspondingROLLBACK scheme. De�neg(rfcs-i) = �njf (rollback-i)� �njf (rfcs-i)(Tu=n) :g(rfcs-ii) is de�ned similarly. In Table 1, relativegains of the two RFCS schemes are listed for vari-ous values of n. When c is large, the relative gainof RFCS-I seems to decrease; however, the relativegain of RFCS-II remains high. �njf is de�ned as theexpected task completion time conditional to a fail-ure occurring during task execution, and not condi-tional to undetected failures. When c is large, mostfaults tend to be detected. As ROLLBACK-I andRFCS-I both treat self-detected faults identically, theaverage performance of RFCS-I approaches that ofROLLBACK-I. Therefore, the relative gain decreasesas c approaches 1. Observe that the performanceof RFCS schemes remains better over a wide rangeof failure rate �. Table 1 lists the relative gain for� = 10�3; 10�6; 10�12. However, to minimize thenumber of graphs the following assumes � = 10�3.Mean and variance comparisonIn Figure 10, variance vn is plotted versus the meancompletion time �n for the example task. Each



vn = qD1 + qD 0BBBBB@ 2 (qC tC + qF tF ) Pni=3 ��i �q�1D + (�qD)n�i�� +2(qAtA + qBtB + qEtE + qGtG)Pn�1i=2 ��i �q�1D + (�qD)n�1�i��+2 qD tD Pn�2i=1 ��i �q�1D + (�qD)n�2�i��+sm �(n � 2)q�1D + 1�(�qD)n�21+qD �+S1(q�1D + (�qD)n�1) + (S2 � qABEGS1) (q�1D + (�qD)n�2) 1CCCCCA � (�n)2Figure 9: Expression for vn, n � 3, for RFCS-I (see Section 5 for details)Table 1: Relative gain achieved by RFCS schemesTask 1c = 0 nrfcs � 3 5 8 12i,ii 10�3 .325 .590 .747 .834i,ii 10�6 .331 .594 .738 .813i,ii 10�12 .331 .594 .738 .813c = 0:8 nrfcs � 3 5 8 12i 10�3 .062 .116 .148 .166i 10�6 .066 .118 .147 .162i 10�12 .066 .118 .147 .162ii 10�3 .627 .814 .938 1.02ii 10�6 .615 .790 .903 .984ii 10�12 .615 .790 .903 .984point on the mean-variance plot corresponds to a spe-ci�c number of checkpoints. By varying the numberof checkpoints, di�erent mean and variance can beachieved. Observe that for any mean and variancepair achieved using a ROLLBACK scheme, a pairwith lower mean and variance can be achieved us-ing the corresponding RFCS scheme. For example,in Figure 10, observe that if ROLLBACK-II schemewith n = 7 is used, then one may use the RFCS-IIscheme with n = 5, 6 or 7 and achieve lower meancompletion time with lower variance. In general, theRFCS schemes can achieve a lower minimum averagetask completion time compared to the ROLLBACKschemes. For smaller values of �, the absolute im-provement achieved by RFCS schemes in �n becomessmaller, as failures are less likely and all schemes per-form equally well when there are no failures.In Figure 10 note that the mean completion time isminimized when n is small. When the size of a task ismuch smaller compared to the mean time to modulefailure (1=�), the mean completion time is minimizedby using a small number of checkpoints. However, thevariance is not minimized with small n. Additionally,the reliability is also not minimized with small n. Infact, reliability increases monotonically with increas-ing n. With smaller checkpoint intervals, the proba-

bility of multiple failures becomes smaller, increasingthe likelihood of reliable outcome.6. Reliability of RFCS and ROLLBACKSchemesOur discussion has thus far ignored the possibilitythat two faulty modules with self-undetected faultsmay produce the same checkpoint. While the likeli-hood of this situation may be small, it is instructiveto consider this possibility when comparing reliabil-ity of the RFCS and ROLLBACK schemes presentedearlier. Reliability of recovery scheme M, denoted asR(M ), is de�ned as the likelihood that a task willcomplete correctly when recovery scheme M is used.Our analysis assumes a symmetric error model. (Thismodel may not always hold in practice; however, sim-ilar analysis can also be performed for other errormodels.) Let Sc be the set of all checkpoints a fault-free module may produce. Assume that a faulty mod-ule with a self-undetected failure produces each of the(jScj � 1) incorrect checkpoints with equal likelihood,1jScj�1 . Then, the likelihood that two faulty moduleswith self-undetected failures (in the same duplex sys-tem) may produce the same checkpoint can be seen2to be 1jScj�1 . Let Rk(M ) denote the probability thata task will complete its last k intervals reliably usingscheme M. Then, Rn(M ) is the same as R(M ). Also,let � denote 1=(jScj � 1).Reliability of ROLLBACK-I Scheme:ROLLBACK-I scheme produces an erroneous outputif (a) during a checkpoint interval, both the mod-ules have self-undetected failures and also producethe same checkpoint, or (b) one module has a self-detected failure and the other module has a self-undetected failure. The following recursion is ob-tained, where r = pA + 2c(1� e��T )e��T .R1(rollback-i) = r +2There are (jScj � 1) incorrect checkpoints, and each mod-ule produces each with probability 1=(jScj � 1). Therefore,the probability that both modules produce the same incor-rect checkpoint is (jScj � 1)� (1=(jScj � 1))� (1=(jScj � 1)) =1=(jScj � 1).



� 1� r � �(1 � c)2(1� e��T )2�2c(1� c)(1� e��T )2 �R1(rollback-i)Rn(rollback-i) = Rn1 (rollback-i):Solving the above recursion, we get Rn(rollback-i)equal to� rr + �(1� c)2(1 � e��T )2 + 2c(1� c)(1� e��T )2)�nReliability of ROLLBACK-II Scheme:ROLLBACK-II scheme produces an erroneous outputonly if, during a checkpoint interval, both the mod-ules have self-undetected failures and also produce thesame checkpoint. The following recursion is obtained.R1(rollback-ii) = pA +(1� pA � �(1 � c)2(1� e��T )2)R1(rollback-ii)Rn(rollback-ii) = Rn1 (rollback-ii):Solving the above recursion, we getRn(rollback-ii) = � pApA + �(1� c)2(1� e��T )2�n :Observe that when 0 < c < 1 and jScj =1, i.e. � =0, Rn(rollback-ii) = 1 while Rn(rollback-i) < 1:Reliability of RFCS-I Scheme: For X =A; � � � ; I, de�ne rX = Probability that situation Xoccurs and is completed reliably. Let f(t) = e��tand g(t) = 1� f(t). Then,rz = pz; for z = A;C;D;ErB = 2c g(T )f(T )rF = (1� �)(1 � c)2g2(T )f(tpr + tu + tcc)+ (1� �)(1� c)2g2(T ) c g(tpr + tu + tcc)+ 2(1� c)g(T )f(T ) c g(tpr + tu + tcc)+ 2(1� c)g(T )f(T ) (1� c)g(tpr + tu + tcc)(1� �)+ (1� c)3g2(T )g(tpr + tu + tcc) (jScj�2)(jScj�3)(jScj�1)2rG = 2(1� c) g(T ) f(T ) f(tpr + tu + tcc) � (1� c)g(T )f(tu + tcc) + f(T )g(tu + tcc)+ (1� c)2g(T )g(tu + tcc)(1 � �)+ (1� c)g(T )c g(tu + tcc) !Similar to the recursions for ROLLBACK schemes,the following recursion for RFCS-I scheme is ob-tained. Recall that ROLLBACK-I is used when fail-ures occur during In�1 or In.R1(rfcs-i) = R1(rollback-i)R2(rfcs-i) = R2(rollback-i)For k � 3, Rk(rfcs-i) = (rA + rB +rE + rG)Rk�1(rfcs-i) + rDRk�2(rfcs-i) + (rC +

rF )Rk(rfcs-i): Rn(rfcs-i) is obtained by solvingthe recursion.Reliability of RFCS-II Scheme: The proba-bilities rA through rG were stated above. Similarly,rH = pH andrI = 2c g(T )f(T )g(tpr + tu + tcc)+2c g(T )(1 � c)g(T )f(tpr + tu + tcc)+2c g(T )(1 � c)g(T )cg(tpr + tu + tcc)+2cg(T )(1 � c)g(T )(1 � c)g(tpr + tu + tcc)(1 � �)Also, de�ne rroll = 2(1 � c)g(T )f(T ) + (1 �c)2g2(T )(1 � �). The following recursion for RFCS-II scheme is obtained. Recall that ROLLBACK-II isused when failures occur during In.R1(rfcs-ii) = R1(rollback-ii)R2(rfcs-ii) = (rA + rH )R1(rfcs-ii)+(rC + rI)R2(rfcs-ii)+ rrollR2(rfcs-ii)For k � 3:Rk(rfcs-ii) = (rA + rE + rG + rH)Rk�1(rfcs-ii)+rDRk�2(rfcs-ii) +(rC + rF + rI)Rk(rfcs-ii)Rn(rfcs-ii) is obtained using above recursion.Reliability ComparisonThe following observations can be made from the dis-cussion and analysis presented above.� When jScj = 1 and 0 < c < 1,R(rollback-ii) = R(rfcs-ii) = 1. Also,R(rollback-i) < 1 and R(rfcs-i) < 1. Toanalytically verify that R(rfcs-ii) = 1, ob-serve the following: Under the given conditions,R1(rollback-ii) = R2(rollback-ii) = 1 andpX = rX , for X = A;C;D;E; F;G;H; I. Therest follows from the recursion for Rk(rfcs-ii).� As c approaches 1, reliability of all the fourschemes approaches 1.� When c = 0, ROLLBACK-I and ROLLBACK-IIschemes are identical, also RFCS-I and RFCS-IIschemes are identical. Therefore, their reliabili-ties are also identical.Figure 11 plots unreliabilities for � = 10�3. Similarcurves are obtained for smaller values of �, as well[8]. Note that unreliability of scheme M is de�nedas 1 � R(M ), i.e. 1 � Rn(M ). Two extreme valuesfor jScj have deliberately been chosen to demonstratethe e�ect of the variation in jScj. In practice, jScj isexpected to be large. The following observations canbe made from Figure 11 and other unreliability plotsomitted here due to lack of space.



� With c > 0, R(rfcs-ii) > R(rfcs-i), i.e., RFCS-II is more reliable than RFCS-I.� For most values of coverage c,R(rfcs-i) � R(rollback-i) andR(rfcs-ii) � R(rollback-ii).� For large values of jScj, R(rfcs-i) is almostequal to R(rollback-i) while R(rollback-ii)remains marginally better thanR(rfcs-ii). However, as jScj approaches 1,both R(rollback-ii) and R(rfcs-ii) approach1.� R(rfcs-i) and R(rollback-i) actually decreaseas the coverage c increases from 0 and approaches0.5. A similar phenomenon has been observedbefore with regards to safety in recon�gurableduplication [2]. This phenomenon is due to thefact that with moderately low fault coverage, thelikelihood that an unreliable action is taken insituation (B) is high. That is, when one of themodules in the duplex system has a self-detectedfailure, the likelihood that the failure in the othermodule is self-undetected remains high (due tolow coverage). This may result in the duplexsystem being restored to an incorrect state.� For a range of parameters, R(rollback-ii) �R(rfcs-ii) � R(rollback-i) � R(rfcs-i).One approach for improving the reliability of theRFCS schemes is using more than two modules toperform the task and multiple spares for concurrentretry, rather than just one. For example, one may usethree modules to perform the task and require thatall the three modules produce an identical checkpoint[6]. This choice of a conservative (safe) strategy forcheckpoint comparison results in a higher reliabilityof the recovery scheme. The RFCS schemes presentedin this chapter for duplex systems can be generalized,with reasonable hardware overhead, for all modularredundant systems by using one or more spares forconcurrent retry, and two or more modules for nor-mal execution.7. SummaryThis paper has presented two roll-forward check-pointing schemes (RFCS) for duplex systems. Theseschemes are useful in a multiprocessor environmentwhere multiple duplex systems share a small num-ber of spares to achieve recovery. The RFCS schemesimprove performance of duplex systems by avoidingrollback, in most common fault scenarios.A trade-o� exists between performance and reliabil-ity achievable, given comparable resources { typicallyperformance gain is achieved with a loss in reliability.Here, performance is measured in terms of the meanand variance of the task completion time, reliabilityde�ned as the probability that a task is completedcorrectly.

Because a small number of spares is shared by mul-tiple duplex systems, the resource requirement ofthe RFCS schemes is comparable with ROLLBACKschemes. Comparison of the reliability and perfor-mance of RFCS checkpointing schemes and ROLL-BACK schemes suggests that the RFCS schemesachieve signi�cant improvements in performance bytrading small amounts of reliability. Quantitative re-sults indicate that the trade-o� achieved by the RFCSschemes remains favorable provided that the likeli-hood of two faulty modules producing the same in-correct checkpoint is not large.References[1] P. Agrawal, \Fault tolerance in multiprocessorsystems without dedicated redundancy," IEEETrans. Computers, vol. 37, pp. 358{362, March1988.[2] B. W. Johnson, Design and Analysis of Fault Tol-erant Digital Systems. Addison-Wesley, 1989.[3] J. Long, W. K. Fuchs, and J. A. Abraham, \For-ward recovery using checkpointing in parallel sys-tems," in Proc. Int. Conf. Parallel Proc., pp. 272{275, August 1990.[4] J. Long, W. K. Fuchs, and J. A. Abraham,\Compiler-assisted static checkpoint insertion,"in Digest of papers: The 22nd Int. Symp. Fault-Tolerant Comp., pp. 58{65, July 1992.[5] D. K. Pradhan, \Redundancy schemes for recov-ery," Tech. Rep. TR-89-CSE-16, ECE Depart-ment, Univ. of Massachusetts{Amherst, 1989.[6] D. K. Pradhan and N. H. Vaidya, \Roll-forwardcheckpointing scheme: Concurrent retry withnondedicated spares," in IEEE Workshop onFault Tolerant Parallel and Distributed Systems,pp. 166{174, July 1992.[7] D. K. Pradhan and N. H. Vaidya, \Roll-forwardcheckpointing scheme: A novel fault-tolerant ar-chitecture," to appear in IEEE Trans. Computers.[8] N. H. Vaidya, Low-Cost Schemes for Fault Toler-ance. PhD thesis, University of Massachusetts-Amherst, February 1993. Available from UMIDissertation Services, Ann Arbor, Michigan. Or-der number 9316722.
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