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1 IntrodutionWith the proliferation of mobile omputing devies, the demand for ontinuous network onnetivity regardlessof physial loation has spawned an interest in the use of mobile ad ho networks. A mobile ad ho networkis a network in whih a group of mobile omputing devies ommuniate among themselves using wireless radios,without the aid of a �xed networking infrastruture. Their use is being proposed as an extension to the Internet, buttheir use an be extended to anywhere that a �xed infrastruture does not exist, or is not desirable. A lot of researhof mobile ad ho networks has foused on the development of routing protools(e.g. [6, 7, 11, 13, 14, 15, 16, 18℄.Our researh is foused on the performane of TCP over mobile ad ho networks.Sine TCP/IP is the standard network protool stak for ommuniation on the Internet, its use over mobile adho networks is a ertainty beause of the number of appliations that it leverages, and beause it allows seamlessintegration with the �xed infrastruture, where available.However, earlier researh on TCP over ellular wireless systems has shown that TCP su�ers poor performanebeause of paket losses and orruption aused by wireless indued errors. Thus, a lot of researh has foused onmehanisms to improve TCP performane in ellular wireless systems (e.g. [2, 3℄). Other studies have looked atthe problem of bandwidth asymmetry and large round-trip times, prevalent in satellite networks(e.g. [8, 4℄).In this report we address another harateristi of mobile ad ho networks that impats TCP performane:link failures due to mobility. In Part I of the report [12℄, we presented a performane analysis of standard TCPover mobile ad ho networks and an analysis of the use of expliit noti�ation tehniques to ounter the a�ets oflink failures. In this paper, Part II of the report, we present more details of the simulation environment and thesenarios that were used, as well as the omplete TCP-Reno results for eah senario.2 Paper OrganizationIn Setion 3 we give an overview of the ns network simulator, followed in Setion 4 by a desription of themethodology that we used to generate the simulation results in the Appendix and in Part I [12℄ of this report.Setion 5 onludes this report.3 Overview of the ns SimulatorThe ns simulator [10℄ is an objet-oriented event-driven network simulator that is being developed by the VINTprojet (a DARPA funded ollaboration between researhers at UC Berkeley, LBL, USC/ISI, and Xerox PARC).It is a widely respeted simulator that has been used extensively in the literature (e.g. [9℄, [3℄, [1℄). It is designedfor network protool researh, providing an arhiteture that allows the omposition of network topologies andworkloads at run-time. This is made possible through the integration of ompiled C++ objets with interpretedOTl 1 objets, forming a omposite mirrored objet. Eah lass that represents a omposable resoure, suh asa transport protool or data agent, in the C++ domain has a mirror lass in the OTl domain. This integration1OTl is an objet-oriented version of TCL that was written by David Wetherall at MIT [19℄.2



set tp_(0) [$ns_ reate-onnetion TCP/Reno $node_(1) TCPSink $node_(2) 0℄$tp_(0) set window_ 32set ftp_(0) [$tp_(0) attah-soure FTP℄$ns_ at 0 "$ftp_(0) start"Figure 1: An example onnetion pattern sript that reates a single TCP-Reno onnetion driven by an FTP datasoure.allows C++ objets to be ombined at run-time into the desired network simulation on�guration through themanipulation of their OTl objet ounterparts. The OTl lass is used at run-time to instantiate and on�gureits C++ ounterpart, and it is used as an interfae for data gathering. Data is shared between the two domainsvia bound variables. A variable in the C++ domain is bound to a variable in the OTl domain through the bind()funtion all, whih ommutes hanges to a variable in one domain to its ounterpart in the other domain. Thisallows the user to trae or modify variables in the C++ domain through the OTl domain without requiring thatthe user reompile the simulator. The simulator is freely available, and an be obtained in binary and soure formfrom http://www-mash.s.berkeley.edu/ns/. Further details on ns an be found in [10℄.The simulations in this paper were generated using an extended version of ns that was developed by theMonarh Projet at Carnegie Mellon University (http://www.monarh.s.mu.edu/). The extensions added tons by the Monarh group provide the mehanisms neessary for simulating a mobile ad ho network, inludingimplementations of the 802.11 wireless MAC protool, the BSD ARP protool, several mobile ad ho routingprotools, and a radio propagation model. It also provides mehanisms to simulate node mobility using preomputed�les that speify node motion and peer to peer reahability for the duration of the simulation. Following is a briefoverview of the input parameters and �les that are required by the CMU extensions. The reader is referred to [17℄for a more detailed desription.The CMU extensions to the ns simulator inlude a group of OTl sripts that are proessed as inputs to thesimulator as well as a olletion of programs that generate new input sripts. The main input �le is an OTlsript that proesses ommand-line arguments and initializes and on�gures the simulation environment. This isthe mu/sripts/run.tl2 sript. In the proess of on�guring the simulation, this sript alls several other OTlsripts, some of whih are named in ommand-line arguments. One of these is the routing protool on�gurationsript, whih on�gures the simulated mobile nodes as routers that implement the named protool (e.g., the DSRon�guration sript is mu/dsr/dsr.tl). Two other OTl sripts, the onnetion pattern sript and the mobilitypattern sript, designate the workload and network topology and dynamis for a single run of the simulation.The onnetion pattern sript designates the on�guration and behavior of data onnetions in the networksenario to be simulated. For instane, it spei�es when a data onnetion should be reated and destroyed, theendpoints of the data onnetion (e.g. Node 1 to Node 2), when data ow aross the onnetion should start andstop, the type of appliation data soure that will send the data (e.g. FTP), and the transport protool that thedata soure will use (e.g. TCP Reno). It may also speify other harateristis of the onnetion, suh as the amountof data to send, the maximum TCP window size, and whether traing should be enabled on variables related to theonnetion. An example sript is shown in Figure 1. This sript sets up a single TCP-Reno onnetion from Node 12All paths in this report are relative to the ns-sr/ diretory in the 2.1b3 distribution of the CMU extensions.3



$node_(1) set X_ 93.909$node_(1) set Y_ 57.308$node_(1) set Z_ 0.000$node_(2) set X_ 325.905$node_(2) set Y_ 122.463$node_(2) set Z_ 0.000$ns_ at 0.000 "$node_(1) setdest 80.985 310.405 1.962"$ns_ at 0.000 "$node_(2) setdest 174.895 367.713 2.101"$god_ set-dist 1 2 1$ns_ at 129.151 "$node_(1) setdest 297.359 448.699 1.853"$ns_ at 137.049 "$node_(2) setdest 94.547 123.594 1.959"$ns_ at 230.673 "$god_ set-dist 1 2 16777215"$ns_ at 267.718 "$node_(1) setdest 217.640 420.953 2.000"$ns_ at 268.237 "$node_(2) setdest 151.138 15.501 1.901"Figure 2: An example mobility pattern sript for two nodes moving in a 500m x 500m area at a mean speed of 2m/s for 300 seonds.to Node 2 and then sets the maximum TCP window for that onnetion to 32 pakets. (Note that tp (0) is anexample of a mirrored objet and window is an example of a bound variable, both of whih were desribed earlier.)The sript then attahes an FTP data soure to Node 1 and shedules the data soure to start sending at time 0. Aprogram to generate onnetion pattern sripts is provided in the CMU distribution (mu/sripts/brgen.tl).The mobility pattern sript (also alled a senario �le in [17℄) designates the motion of the nodes in the networkand the hanges in paths between the nodes over time. Assoiated with eah node x are a set of oordinates(xl; yl; zl) that designate x's loation in the area of motion, a set of oordinates (xd; yd; zd) that designate x's nextdestination, and x's urrent speed. The initial oordinates of the nodes and their patterns of destinations and speedsfor the duration of the simulation are all designated in the mobility pattern sript. An example sript is shownin Figure 2, whih ontains ommands designating the motion of two nodes moving at a mean speed of 2 m/s for300 seonds in a square 500m x 500m area. The �rst sequene of ommands (i.e. $node (1) set ...) designatethe initial plaement of the two nodes at the start of the simulation. The next two ommands (i.e. $ns at0.000 "$node (1) setdest ...) designate the (xd; yd) oordinates (zd = 0 in this version) for eah node's nextdestination, as well as the speed at whih they will travel. (The \at 0.000" portion of the entry designates when (insimulated time) the ommand will be exeuted.) The setdest ommands that appear later in the sript designatenew destinations and speeds as ditated by the mobility model that was used to reate the sript. In this instane,the nodes are moving in a random-walk. Also inluded in the sript are ommands that indiate hanges in theoptimal path lengths (in hops) between nodes in the network (i.e. ...$god set-dist...). These ommands areused to trak the eÆieny of the routing protool. Eah \set-dist <i> <j> <d>" ommand designates the timeat whih the optimal (shortest) path length between Node i and Node j beomes d hops. A value of d = 16777215indiates an in�nite path length, meaning no path exists between the nodes (the network is partitioned). A programto generate mobility pattern sripts is also provided in the CMU distribution (mu/setdest/setdest). By default,this program assumes a �xed maximum transmission of 250m (the length of one hop), whih is onsistent with theradio that was simulated (914Mhz WaveLan). 4



4 Simulation MethodologyIn this setion we present the simulation parameters and proedures that were used for this report. Those param-eters that are not mentioned here were hosen to be idential to those used in [5℄. Unless otherwise stated, allproedures presented in this setion apply to all of the simulations in this report.4.1 Network and Node ModelsNumber of nodes 30Mobility model random-walkArea of mobility 1500m x 300mTopography atMean node speeds (�) 2,10,20,30 m/sVariation in node speeds 0:9�� 1:1�Table 1: The network model.The harateristis of our network model are shown in Table 1. The network onsists of 30 nodes in a1500m x 300m at retangular area. At the start of eah simulation, the nodes were plaed in random start-ing positions within the retangular area. From there, they moved around in a ontinuous random-walk patternfor the duration of the simulation. This is equivalent to the random waypoint mobility model used in [5℄ with apause time of zero. In the random waypoint model, eah node x piks a random set of oordinates as its nextdestination and then travels in a straight line to those oordinates at some randomly hosen speed. One x arrivesat this destination, it pauses before piking another set of oordinates and ontinuing onward. Obviously, a pausetime of zero results in onstant motion. The randomly hosen speeds were uniformly distributed in an interval of0:9�� 1:1� for some mean speed �. We generated results for four di�erent mean speeds: 2, 10, 20, and 30 m/s.Appliation protool FTP (w/ unlimited data)Transport protool TCP-Reno (w/o delayed ACKs)Data paket size 1460 bytesMaximum TCP window 32 paketsRouting protool Dynami Soure Routing (DSR)Link-layer protools FIFO queues, BSD ARP, 802.11 MACWireless interfae 914MHz WaveLan, 2Mbps, 250mAntenna Omnidiretional, 1.5m above groundPropagation model Friis free-spae, Two Ray GroundTable 2: The node model.Our node model is shown in Table 2, whih is similar to that used in [5℄. Eah node in the system was identiallyon�gured as a mobile wireless terminal with a single wireless interfae and omnidiretional antenna, ommuniatingon a single frequeny. All nodes ated as IP routers, using the Dynami Soure Routing (DSR) routing protool. Thehoie of DSR as the routing protool was primarily based on the availability of the ns extensions at the time whenwe started this study. Our goal was only to observe TCP's performane in the presene of mobility indued failures ina plausible network environment for whih any of the proposed mobile wireless ad-ho routing protools would have5



suÆed. We used the protool as implemented in the CMU extensions for the base TCP measurements presentedin this report. The underlying link-layer used a typial FIFO queuing disipline and the BSD Address ResolutionProtool (ARP) was used for resolving IP addresses to MAC addresses. Eah node's interfae was on�gured toemulate an 802.11-based 914MHz WaveLan half-duplex wireless radio whih has a bandwidth of 2Mbps and atransmission range of 250m. Medium aess was ontrolled using both virtual and real arrier sensing, as spei�edby the 802.11 standard. Virtual arrier sensing was exeuted aording to the Distributed Coordination Funtion(DCF) of the 802.11 standard, whih uses a sequene of messages (RTS,CTS,ACK) to reserve the wireless mediumfor ontention free transmission and for error detetion. Signal attenuation was modeled using a ombination ofthe Friis free-spae model at lose range and the Two-Ray Ground model at long range. The models assumed thatthe antenna of the mobile terminal traveled at a �xed distane of 1.5m above the ground.The two nodes that were the endpoints of the TCP onnetion was simulated were additionally on�gured asa TCP soure and sink. The TCP protool that we simulated was TCP Reno without delayed aknowledgments.The data paket size (TCP payload) was a �xed 1460 bytes and the reeiver-advertised window for the onnetionwas set to 32 pakets. The appliation that provided the data stream for the onnetion was an FTP agent withan unlimited amount of data to send.4.2 Mobility PatternsOur simulation results are based on 50 randomly generated mobility patterns. Eah mobility pattern designates aninitial plaement and sequene of moves for the nodes in the simulated network. The initial plaement was random,and the move sequenes were generated aording to the random-walk mobility model desribed in the previoussetion. The base patterns were generated for a network of 30 nodes moving at a mean speed of 2 m/s for 1800seonds. Individual node speeds varied uniformly in an interval of 0:9�� 1:1� around the mean speed � = 2m=s.The node plaement and move sequenes of these base patterns were then used to generate the mobility patternsripts, desribed in Setion 3, for di�erent values of �. Thus, for two pattern sripts I and J , where nodes insript I have a mean speed of � = v and nodes in sript J have a mean speed of � = 2v, a node x will exeute theexat same sequene of moves in J as it does in I , just at twie the rate. Thus, if node x takes time t to move frompoint A to point B in I , then it will take t=2 to travel from A� B in J .The network onditions experiened by the simulated TCP onnetion in eah of the 50 mobility patterns ispresented in Table 3. Shown in Table 3 are the expeted throughput (Exp Tput), the number of path hanges(Path Chgs) and hop hanges (Hop Chgs), the number of partitions (Path N/A), and the perentage of time theendpoints spent at various distanes (in hops).The expeted throughput (Exp Tput) is an estimate of the upper bound of the throughput ahievable arossthe TCP onnetion within the mobility pattern, and is alulated asexpeted throughput = P1i=1 ti � TiP1i=1 ti (1)where ti is the time that the minimum distane between the endpoints of the TCP onnetion was i hops (1 � i �1), and Ti is the TCP throughput obtained over a �xed linear i hop network (note that Ti = 0 for i = 1). SeePart I of this report for a more omplete desription of the expeted throughput [12℄.6



No. Exp Tput Path Hop Path Ptg of Time TCP Endpoints Were x Hops Apart(Kbps) Chgs Chgs N/A 1 2 3 4 5 6 > 6 N/A1 712.4 45 37 1 27.4 32.0 18.5 7.9 11.7 1.0 0.0 1.52 853.9 23 14 1 36.8 45.5 8.8 4.4 0.0 0.0 0.0 4.63 823.8 52 40 2 49.8 8.7 6.2 11.3 10.2 4.3 5.9 3.74 632.7 34 30 2 22.1 20.6 34.5 9.4 8.1 0.6 0.0 4.75 494.1 85 65 1 11.7 11.5 34.8 32.0 6.8 1.9 0.9 0.36 972.2 39 35 0 52.2 23.3 24.5 0.0 0.0 0.0 0.0 0.07 676.6 54 41 2 19.5 33.2 40.9 2.9 0.0 0.0 0.0 3.58 851.9 33 26 0 37.3 37.0 16.7 9.0 0.0 0.0 0.0 0.09 600.7 51 43 0 21.7 21.1 20.3 12.7 12.5 7.1 4.7 0.010 602.6 45 33 2 18.4 30.6 14.8 27.1 4.8 0.4 0.0 3.811 933.8 19 9 0 42.5 45.6 11.9 0.0 0.0 0.0 0.0 0.012 611.5 54 48 0 21.1 20.2 25.8 18.2 8.0 6.6 0.0 0.013 835.6 34 29 0 40.8 32.6 5.3 4.5 10.7 6.2 0.0 0.014 721.5 51 42 2 36.7 15.0 13.2 14.4 5.3 5.5 5.5 4.515 634.6 47 38 1 16.4 33.9 30.8 16.9 1.5 0.0 0.0 0.516 550.6 64 55 2 20.9 12.6 16.9 29.8 12.2 3.0 0.0 4.517 921.8 19 18 2 48.4 29.3 8.8 10.0 1.9 0.0 0.0 1.518 686.8 65 47 2 26.1 30.8 18.8 9.5 9.2 0.4 0.0 5.119 691.5 47 40 2 20.4 43.9 17.6 12.2 5.4 0.0 0.0 0.520 784.9 39 32 0 25.3 48.6 26.1 0.0 0.0 0.0 0.0 0.021 791.1 45 34 1 40.2 21.8 8.2 16.7 4.8 2.1 4.9 1.422 541.3 54 43 4 13.4 24.8 35.7 5.7 5.7 3.9 1.7 9.123 1029.1 15 11 0 53.7 42.6 3.7 0.0 0.0 0.0 0.0 0.024 552.0 56 44 1 15.0 28.6 15.8 15.9 18.3 6.2 0.0 0.225 565.3 74 61 0 24.4 11.8 12.2 13.1 22.2 15.3 1.1 0.026 488.0 51 36 1 12.6 20.7 15.5 24.4 20.1 4.5 0.0 2.127 729.6 48 37 2 34.1 18.5 21.2 10.2 5.5 4.2 3.1 3.128 970.9 42 36 1 60.5 6.8 11.5 19.9 1.0 0.0 0.0 0.329 1058.1 26 21 0 65.8 10.9 18.1 5.2 0.0 0.0 0.0 0.030 991.2 24 21 1 51.2 37.6 9.9 0.4 0.0 0.0 0.0 0.831 749.6 32 25 0 29.5 42.9 2.7 7.4 13.8 3.8 0.0 0.032 610.9 49 41 1 18.7 18.4 41.6 18.1 0.0 0.0 0.0 3.333 786.4 48 33 0 34.7 35.9 8.1 4.7 3.9 7.7 5.1 0.034 752.2 52 44 1 37.3 15.6 14.9 22.0 9.5 0.0 0.0 0.735 785.4 51 38 1 29.1 38.2 30.2 0.3 0.0 0.0 0.0 2.236 614.7 52 40 2 20.2 24.7 22.6 20.9 8.7 1.5 0.0 1.337 839.7 37 31 1 33.2 46.1 16.0 3.0 1.2 0.0 0.0 0.538 1022.0 22 20 0 62.3 10.4 20.1 7.2 0.0 0.0 0.0 0.039 831.1 45 37 0 46.5 10.5 12.7 22.6 7.6 0.1 0.0 0.040 616.9 42 36 0 15.2 32.9 32.6 11.8 7.4 0.1 0.0 0.041 608.6 57 44 1 13.3 44.0 14.7 20.5 5.1 2.4 0.0 0.142 944.3 7 5 0 41.3 54.9 3.8 0.0 0.0 0.0 0.0 0.043 863.2 24 20 0 39.2 33.9 18.5 8.4 0.0 0.0 0.0 0.044 585.8 55 44 3 20.9 23.7 16.2 14.9 10.9 5.2 2.0 6.145 659.4 50 37 0 20.6 40.9 9.0 14.4 12.4 2.6 0.0 0.046 918.1 26 22 0 47.6 28.0 13.7 6.0 4.7 0.0 0.0 0.047 681.1 63 52 0 27.6 18.1 25.7 23.1 4.5 1.1 0.0 0.048 821.4 52 45 0 44.2 9.7 23.4 15.0 6.3 1.4 0.0 0.049 888.1 26 20 0 44.8 21.1 27.3 6.8 0.0 0.0 0.0 0.050 869.2 29 24 0 40.1 35.9 14.6 4.0 5.4 0.0 0.0 0.0Avg 755.2 43.1 34.5 0.9 32.7 27.7 18.3 11.5 5.7 2.0 0.7 1.4Figure 3: Network onditions experiened by the measured TCP onnetion for the 50 mobility patterns.7



The Path Chgs olumn in Table 3 shows the number of times the shortest path (in hops) between the TCPendpoints hanged over the length of the pattern. This di�ers from hanges in the number of hops between theendpoints (shown in the Hop Chgs olumn) in that a hange in the shortest path may our even though thenumber of hops stays the same. For example, onsider a simple two-hop shortest path (a! b! ) where nodes aand  are the TCP endpoints. If node b is replaed by another node d then the path will hange (a! d! ) butthe number of hops will stay the same. This is an important distintion, sine any hange in the path will ause ahange in route (assuming the routing protool prefers routes along shortest paths) but not all path hanges areaused by a hange in the number of hops. Thus, path hanges are a more aurate indiator of the variabilityof the network topology than are hop hanges (whih was used in an earlier study [5℄). However, traking pathhanges is more ompliated than traking hop hanges beause there may be a set of shortest paths between thetwo TCP endpoints at any point in time. Thus, we de�ne the ourrene of a path hange to mean the point intime at whih a hange in the set of shortest paths between two nodes ours suh that no path exists in both theold and the new sets. More preisely, let Si(a;b) be the set of shortest paths at time ti between nodes a and b. Apath hange is said to our at time ti if Si�1(a;b) \ Si(a;b) = ; and Si�1(a;b) [ Si(a;b) 6= ;. The Path N/A olumn showsthe number of times that this ours for the two TCP endpoints.The last set of olumns in Table 3 gives the perentage of time that the endpoints spent separated by seleteddistanes (in hops). These times orrespond to the ti values in Equation 1. The last olumn N/A gives the durationof time the endpoints were in separate partitions (whih is equivalent to saying that the distane in hops is 1 forthe purposes of Equation 1).4.3 Simulation PlatformThe results presented in this report are based on the 2.1b3 release of the CMU extensions with some minor bug�xes that were neessary to ompile and run the simulator on our omputing platform. All of the results weregenerated on a PC running the Sun Solaris 2.6 operating system. The ode was ompiled using the Sun SunproC/C++ suite of ompilers.5 Conluding RemarksThis paper onludes our report on TCP performane in ad ho networks. It is hoped that the simulation detailsprovided herein provide a more omplete piture of the mehanisms and methodology that was used for this study,and that the additional results will spur additional researh into optimizations for TCP in ad ho networks. Toassist those that wish to pursue suh researh, the ELFN ode is available from the primary author.Referenes[1℄ B. Bakshi, P. Krishna, N. Vaidya, and D. Pradhan, \Improving performane of TCP over wireless networks,"in Proeedings of the International Conferene on Distributed Computing Systems, may 1997.8
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(e) mean speed = 30 m/sFigure 4: Pro�le for mobility pattern No. 1, and orresponding TCP-Reno performane. The tiks at the top of(a) denote hanges on the minimum length path between the TCP sender and reeiver. The urves in (b) � (e)show the observed throughput for the onnetion, averaged over 1 seond intervals.
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(e) mean speed = 30 m/sFigure 5: Pro�le for mobility pattern No. 2, and orresponding TCP-Reno performane. The tiks at the top of(a) denote hanges on the minimum length path between the TCP sender and reeiver. The urves in (b) � (e)show the observed throughput for the onnetion, averaged over 1 seond intervals.
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(e) mean speed = 30 m/sFigure 6: Pro�le for mobility pattern No. 3, and orresponding TCP-Reno performane. The tiks at the top of(a) denote hanges on the minimum length path between the TCP sender and reeiver. The urves in (b) � (e)show the observed throughput for the onnetion, averaged over 1 seond intervals.
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(e) mean speed = 30 m/sFigure 7: Pro�le for mobility pattern No. 4, and orresponding TCP-Reno performane. The tiks at the top of(a) denote hanges on the minimum length path between the TCP sender and reeiver. The urves in (b) � (e)show the observed throughput for the onnetion, averaged over 1 seond intervals.
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(e) mean speed = 30 m/sFigure 8: Pro�le for mobility pattern No. 5, and orresponding TCP-Reno performane. The tiks at the top of(a) denote hanges on the minimum length path between the TCP sender and reeiver. The urves in (b) � (e)show the observed throughput for the onnetion, averaged over 1 seond intervals.
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(e) mean speed = 30 m/sFigure 9: Pro�le for mobility pattern No. 6, and orresponding TCP-Reno performane. The tiks at the top of(a) denote hanges on the minimum length path between the TCP sender and reeiver. The urves in (b) � (e)show the observed throughput for the onnetion, averaged over 1 seond intervals.
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(e) mean speed = 30 m/sFigure 10: Pro�le for mobility pattern No. 7, and orresponding TCP-Reno performane. The tiks at the top of(a) denote hanges on the minimum length path between the TCP sender and reeiver. The urves in (b) � (e)show the observed throughput for the onnetion, averaged over 1 seond intervals.
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(e) mean speed = 30 m/sFigure 11: Pro�le for mobility pattern No. 8, and orresponding TCP-Reno performane. The tiks at the top of(a) denote hanges on the minimum length path between the TCP sender and reeiver. The urves in (b) � (e)show the observed throughput for the onnetion, averaged over 1 seond intervals.
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(a) pro�le of mobility pattern No. 9.
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(e) mean speed = 30 m/sFigure 12: Pro�le for mobility pattern No. 9, and orresponding TCP-Reno performane. The tiks at the top of(a) denote hanges on the minimum length path between the TCP sender and reeiver. The urves in (b) � (e)show the observed throughput for the onnetion, averaged over 1 seond intervals.
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(a) pro�le of mobility pattern No. 10.
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(e) mean speed = 30 m/sFigure 13: Pro�le for mobility pattern No. 10, and orresponding TCP-Reno performane. The tiks at the topof (a) denote hanges on the minimum length path between the TCP sender and reeiver. The urves in (b)� (e)show the observed throughput for the onnetion, averaged over 1 seond intervals.
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(a) pro�le of mobility pattern No. 11.
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(e) mean speed = 30 m/sFigure 14: Pro�le for mobility pattern No. 11, and orresponding TCP-Reno performane. The tiks at the topof (a) denote hanges on the minimum length path between the TCP sender and reeiver. The urves in (b)� (e)show the observed throughput for the onnetion, averaged over 1 seond intervals.
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(a) pro�le of mobility pattern No. 12.
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(e) mean speed = 30 m/sFigure 15: Pro�le for mobility pattern No. 12, and orresponding TCP-Reno performane. The tiks at the topof (a) denote hanges on the minimum length path between the TCP sender and reeiver. The urves in (b)� (e)show the observed throughput for the onnetion, averaged over 1 seond intervals.
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(a) pro�le of mobility pattern No. 13.
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(e) mean speed = 30 m/sFigure 16: Pro�le for mobility pattern No. 13, and orresponding TCP-Reno performane. The tiks at the topof (a) denote hanges on the minimum length path between the TCP sender and reeiver. The urves in (b)� (e)show the observed throughput for the onnetion, averaged over 1 seond intervals.
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(a) pro�le of mobility pattern No. 14.
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(e) mean speed = 30 m/sFigure 17: Pro�le for mobility pattern No. 14, and orresponding TCP-Reno performane. The tiks at the topof (a) denote hanges on the minimum length path between the TCP sender and reeiver. The urves in (b)� (e)show the observed throughput for the onnetion, averaged over 1 seond intervals.

25



0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
Time (Normalized) 

0.0
2.0
4.0
6.0
8.0

M
in

 P
at

h 
(H

op
s)

(a) pro�le of mobility pattern No. 15.
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(e) mean speed = 30 m/sFigure 18: Pro�le for mobility pattern No. 15, and orresponding TCP-Reno performane. The tiks at the topof (a) denote hanges on the minimum length path between the TCP sender and reeiver. The urves in (b)� (e)show the observed throughput for the onnetion, averaged over 1 seond intervals.
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(a) pro�le of mobility pattern No. 16.
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(e) mean speed = 30 m/sFigure 19: Pro�le for mobility pattern No. 16, and orresponding TCP-Reno performane. The tiks at the topof (a) denote hanges on the minimum length path between the TCP sender and reeiver. The urves in (b)� (e)show the observed throughput for the onnetion, averaged over 1 seond intervals.
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(a) pro�le of mobility pattern No. 17.
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(e) mean speed = 30 m/sFigure 20: Pro�le for mobility pattern No. 17, and orresponding TCP-Reno performane. The tiks at the topof (a) denote hanges on the minimum length path between the TCP sender and reeiver. The urves in (b)� (e)show the observed throughput for the onnetion, averaged over 1 seond intervals.
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(a) pro�le of mobility pattern No. 18.
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(e) mean speed = 30 m/sFigure 21: Pro�le for mobility pattern No. 18, and orresponding TCP-Reno performane. The tiks at the topof (a) denote hanges on the minimum length path between the TCP sender and reeiver. The urves in (b)� (e)show the observed throughput for the onnetion, averaged over 1 seond intervals.
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(a) pro�le of mobility pattern No. 19.
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(e) mean speed = 30 m/sFigure 22: Pro�le for mobility pattern No. 19, and orresponding TCP-Reno performane. The tiks at the topof (a) denote hanges on the minimum length path between the TCP sender and reeiver. The urves in (b)� (e)show the observed throughput for the onnetion, averaged over 1 seond intervals.
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(a) pro�le of mobility pattern No. 20.
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(e) mean speed = 30 m/sFigure 23: Pro�le for mobility pattern No. 20, and orresponding TCP-Reno performane. The tiks at the topof (a) denote hanges on the minimum length path between the TCP sender and reeiver. The urves in (b)� (e)show the observed throughput for the onnetion, averaged over 1 seond intervals.
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(a) pro�le of mobility pattern No. 21.
0 500 1000 1500

Time (Seconds)

0.0
0.5
1.0
1.5
2.0

T
pu

t 
(M

bp
s)

(b) mean speed = 2 m/s
0 100 200 300

Time (Seconds)

0.0
0.5
1.0
1.5
2.0

T
pu

t 
(M

bp
s)

() mean speed = 10 m/s
0 50 100 150

Time (Seconds)

0.0
0.5
1.0
1.5
2.0

T
pu

t 
(M

bp
s)

(d) mean speed = 20 m/s
0 50 100

Time (Seconds)

0.0
0.5
1.0
1.5
2.0

T
pu

t 
(M

bp
s)

(e) mean speed = 30 m/sFigure 24: Pro�le for mobility pattern No. 21, and orresponding TCP-Reno performane. The tiks at the topof (a) denote hanges on the minimum length path between the TCP sender and reeiver. The urves in (b)� (e)show the observed throughput for the onnetion, averaged over 1 seond intervals.
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(a) pro�le of mobility pattern No. 22.
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(e) mean speed = 30 m/sFigure 25: Pro�le for mobility pattern No. 22, and orresponding TCP-Reno performane. The tiks at the topof (a) denote hanges on the minimum length path between the TCP sender and reeiver. The urves in (b)� (e)show the observed throughput for the onnetion, averaged over 1 seond intervals.
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(a) pro�le of mobility pattern No. 23.
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(e) mean speed = 30 m/sFigure 26: Pro�le for mobility pattern No. 23, and orresponding TCP-Reno performane. The tiks at the topof (a) denote hanges on the minimum length path between the TCP sender and reeiver. The urves in (b)� (e)show the observed throughput for the onnetion, averaged over 1 seond intervals.
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(a) pro�le of mobility pattern No. 24.
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(e) mean speed = 30 m/sFigure 27: Pro�le for mobility pattern No. 24, and orresponding TCP-Reno performane. The tiks at the topof (a) denote hanges on the minimum length path between the TCP sender and reeiver. The urves in (b)� (e)show the observed throughput for the onnetion, averaged over 1 seond intervals.
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(a) pro�le of mobility pattern No. 25.
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(e) mean speed = 30 m/sFigure 28: Pro�le for mobility pattern No. 25, and orresponding TCP-Reno performane. The tiks at the topof (a) denote hanges on the minimum length path between the TCP sender and reeiver. The urves in (b)� (e)show the observed throughput for the onnetion, averaged over 1 seond intervals.
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(a) pro�le of mobility pattern No. 26.
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(e) mean speed = 30 m/sFigure 29: Pro�le for mobility pattern No. 26, and orresponding TCP-Reno performane. The tiks at the topof (a) denote hanges on the minimum length path between the TCP sender and reeiver. The urves in (b)� (e)show the observed throughput for the onnetion, averaged over 1 seond intervals.
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(a) pro�le of mobility pattern No. 27.
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(e) mean speed = 30 m/sFigure 30: Pro�le for mobility pattern No. 27, and orresponding TCP-Reno performane. The tiks at the topof (a) denote hanges on the minimum length path between the TCP sender and reeiver. The urves in (b)� (e)show the observed throughput for the onnetion, averaged over 1 seond intervals.
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(a) pro�le of mobility pattern No. 28.
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(e) mean speed = 30 m/sFigure 31: Pro�le for mobility pattern No. 28, and orresponding TCP-Reno performane. The tiks at the topof (a) denote hanges on the minimum length path between the TCP sender and reeiver. The urves in (b)� (e)show the observed throughput for the onnetion, averaged over 1 seond intervals.
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(a) pro�le of mobility pattern No. 29.
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(e) mean speed = 30 m/sFigure 32: Pro�le for mobility pattern No. 29, and orresponding TCP-Reno performane. The tiks at the topof (a) denote hanges on the minimum length path between the TCP sender and reeiver. The urves in (b)� (e)show the observed throughput for the onnetion, averaged over 1 seond intervals.
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(a) pro�le of mobility pattern No. 30.
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(e) mean speed = 30 m/sFigure 33: Pro�le for mobility pattern No. 30, and orresponding TCP-Reno performane. The tiks at the topof (a) denote hanges on the minimum length path between the TCP sender and reeiver. The urves in (b)� (e)show the observed throughput for the onnetion, averaged over 1 seond intervals.
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(a) pro�le of mobility pattern No. 31.
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(e) mean speed = 30 m/sFigure 34: Pro�le for mobility pattern No. 31, and orresponding TCP-Reno performane. The tiks at the topof (a) denote hanges on the minimum length path between the TCP sender and reeiver. The urves in (b)� (e)show the observed throughput for the onnetion, averaged over 1 seond intervals.
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(a) pro�le of mobility pattern No. 32.
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(e) mean speed = 30 m/sFigure 35: Pro�le for mobility pattern No. 32, and orresponding TCP-Reno performane. The tiks at the topof (a) denote hanges on the minimum length path between the TCP sender and reeiver. The urves in (b)� (e)show the observed throughput for the onnetion, averaged over 1 seond intervals.
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(a) pro�le of mobility pattern No. 33.
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(e) mean speed = 30 m/sFigure 36: Pro�le for mobility pattern No. 33, and orresponding TCP-Reno performane. The tiks at the topof (a) denote hanges on the minimum length path between the TCP sender and reeiver. The urves in (b)� (e)show the observed throughput for the onnetion, averaged over 1 seond intervals.
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(a) pro�le of mobility pattern No. 34.
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(e) mean speed = 30 m/sFigure 37: Pro�le for mobility pattern No. 34, and orresponding TCP-Reno performane. The tiks at the topof (a) denote hanges on the minimum length path between the TCP sender and reeiver. The urves in (b)� (e)show the observed throughput for the onnetion, averaged over 1 seond intervals.
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(a) pro�le of mobility pattern No. 35.
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(e) mean speed = 30 m/sFigure 38: Pro�le for mobility pattern No. 35, and orresponding TCP-Reno performane. The tiks at the topof (a) denote hanges on the minimum length path between the TCP sender and reeiver. The urves in (b)� (e)show the observed throughput for the onnetion, averaged over 1 seond intervals.
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(a) pro�le of mobility pattern No. 36.
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(e) mean speed = 30 m/sFigure 39: Pro�le for mobility pattern No. 36, and orresponding TCP-Reno performane. The tiks at the topof (a) denote hanges on the minimum length path between the TCP sender and reeiver. The urves in (b)� (e)show the observed throughput for the onnetion, averaged over 1 seond intervals.
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(a) pro�le of mobility pattern No. 37.
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(e) mean speed = 30 m/sFigure 40: Pro�le for mobility pattern No. 37, and orresponding TCP-Reno performane. The tiks at the topof (a) denote hanges on the minimum length path between the TCP sender and reeiver. The urves in (b)� (e)show the observed throughput for the onnetion, averaged over 1 seond intervals.
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(a) pro�le of mobility pattern No. 38.
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(e) mean speed = 30 m/sFigure 41: Pro�le for mobility pattern No. 38, and orresponding TCP-Reno performane. The tiks at the topof (a) denote hanges on the minimum length path between the TCP sender and reeiver. The urves in (b)� (e)show the observed throughput for the onnetion, averaged over 1 seond intervals.
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(a) pro�le of mobility pattern No. 39.
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(e) mean speed = 30 m/sFigure 42: Pro�le for mobility pattern No. 39, and orresponding TCP-Reno performane. The tiks at the topof (a) denote hanges on the minimum length path between the TCP sender and reeiver. The urves in (b)� (e)show the observed throughput for the onnetion, averaged over 1 seond intervals.
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(a) pro�le of mobility pattern No. 40.
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(e) mean speed = 30 m/sFigure 43: Pro�le for mobility pattern No. 40, and orresponding TCP-Reno performane. The tiks at the topof (a) denote hanges on the minimum length path between the TCP sender and reeiver. The urves in (b)� (e)show the observed throughput for the onnetion, averaged over 1 seond intervals.
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(a) pro�le of mobility pattern No. 41.
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(e) mean speed = 30 m/sFigure 44: Pro�le for mobility pattern No. 41, and orresponding TCP-Reno performane. The tiks at the topof (a) denote hanges on the minimum length path between the TCP sender and reeiver. The urves in (b)� (e)show the observed throughput for the onnetion, averaged over 1 seond intervals.
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(a) pro�le of mobility pattern No. 42.
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(e) mean speed = 30 m/sFigure 45: Pro�le for mobility pattern No. 42, and orresponding TCP-Reno performane. The tiks at the topof (a) denote hanges on the minimum length path between the TCP sender and reeiver. The urves in (b)� (e)show the observed throughput for the onnetion, averaged over 1 seond intervals.

53



0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
Time (Normalized) 

0.0
2.0
4.0
6.0
8.0

M
in

 P
at

h 
(H

op
s)

(a) pro�le of mobility pattern No. 43.
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(e) mean speed = 30 m/sFigure 46: Pro�le for mobility pattern No. 43, and orresponding TCP-Reno performane. The tiks at the topof (a) denote hanges on the minimum length path between the TCP sender and reeiver. The urves in (b)� (e)show the observed throughput for the onnetion, averaged over 1 seond intervals.
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(a) pro�le of mobility pattern No. 44.
0 500 1000 1500

Time (Seconds)

0.0
0.5
1.0
1.5
2.0

T
pu

t 
(M

bp
s)

(b) mean speed = 2 m/s
0 100 200 300

Time (Seconds)

0.0
0.5
1.0
1.5
2.0

T
pu

t 
(M

bp
s)

() mean speed = 10 m/s
0 50 100 150

Time (Seconds)

0.0
0.5
1.0
1.5
2.0

T
pu

t 
(M

bp
s)

(d) mean speed = 20 m/s
0 50 100

Time (Seconds)

0.0
0.5
1.0
1.5
2.0

T
pu

t 
(M

bp
s)

(e) mean speed = 30 m/sFigure 47: Pro�le for mobility pattern No. 44, and orresponding TCP-Reno performane. The tiks at the topof (a) denote hanges on the minimum length path between the TCP sender and reeiver. The urves in (b)� (e)show the observed throughput for the onnetion, averaged over 1 seond intervals.

55



0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
Time (Normalized) 

0.0
2.0
4.0
6.0
8.0

M
in

 P
at

h 
(H

op
s)

(a) pro�le of mobility pattern No. 45.
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(e) mean speed = 30 m/sFigure 48: Pro�le for mobility pattern No. 45, and orresponding TCP-Reno performane. The tiks at the topof (a) denote hanges on the minimum length path between the TCP sender and reeiver. The urves in (b)� (e)show the observed throughput for the onnetion, averaged over 1 seond intervals.
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(a) pro�le of mobility pattern No. 46.
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(e) mean speed = 30 m/sFigure 49: Pro�le for mobility pattern No. 46, and orresponding TCP-Reno performane. The tiks at the topof (a) denote hanges on the minimum length path between the TCP sender and reeiver. The urves in (b)� (e)show the observed throughput for the onnetion, averaged over 1 seond intervals.
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(a) pro�le of mobility pattern No. 47.
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(e) mean speed = 30 m/sFigure 50: Pro�le for mobility pattern No. 47, and orresponding TCP-Reno performane. The tiks at the topof (a) denote hanges on the minimum length path between the TCP sender and reeiver. The urves in (b)� (e)show the observed throughput for the onnetion, averaged over 1 seond intervals.
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(a) pro�le of mobility pattern No. 48.
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(e) mean speed = 30 m/sFigure 51: Pro�le for mobility pattern No. 48, and orresponding TCP-Reno performane. The tiks at the topof (a) denote hanges on the minimum length path between the TCP sender and reeiver. The urves in (b)� (e)show the observed throughput for the onnetion, averaged over 1 seond intervals.
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(a) pro�le of mobility pattern No. 49.
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(e) mean speed = 30 m/sFigure 52: Pro�le for mobility pattern No. 49, and orresponding TCP-Reno performane. The tiks at the topof (a) denote hanges on the minimum length path between the TCP sender and reeiver. The urves in (b)� (e)show the observed throughput for the onnetion, averaged over 1 seond intervals.
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(a) pro�le of mobility pattern No. 50.
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(e) mean speed = 30 m/sFigure 53: Pro�le for mobility pattern No. 50, and orresponding TCP-Reno performane. The tiks at the topof (a) denote hanges on the minimum length path between the TCP sender and reeiver. The urves in (b)� (e)show the observed throughput for the onnetion, averaged over 1 seond intervals.
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