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2 Performance of TCP over Wireless LinksWe begin with a brief summary of relevant TCP features.TCP Overview [22]: TCP achieves reliability by requiring that the TCP sender retransmit lostpackets. For this purpose, the TCP receiver acknowledges receipt of data packets from the sender.An acknowledgement (or ack) sent by the TCP receiver is cumulative. A new packet received bythe receiver is said to be out-of-order (OOO) if it is not the next in-sequence packet expected bythe receiver. On receiving this out-of-order packet, the receiver sends a duplicate acknowledgement(or dupack), acknowledging all the in-sequence bytes received so far. The TCP sender determinesthat a packet is lost using one of the following two mechanisms [22]:� Retransmission timeout: If a timer, set when a packet is transmitted, expires before acknowl-edgement of the packet is received, the packet is presumed lost.� Fast retransmit: If three dupacks containing sequence number P are received, then the packetthat includes sequence number P is presumed lost, and retransmitted. For fast retransmissionto occur, the receiver must receive at least three out-of-order packets consecutively.The TCP sender maintains a congestion window that determines the maximum amount of unac-knowledged data sent by the sender. When a packet loss is detected, the TCP congestion controlmechanism drastically reduces the congestion window size, e�ectively reducing the amount of datasent by the sender in one round-trip time (RTT).Performance of TCP Over Wireless: TCP can perform poorly over wireless links [2, 3, 13]due to the assumption that primary cause of packet losses is congestion. On wireless links, packetlosses due to transmission errors may be non-negligible. However, the TCP sender, on detectingsuch a packet loss, reduces its congestion window, unnecessarily degrading throughput [2, 3].In wireless links, using link level retransmission to remedy transmission errors may resultin adverse interaction with TCP:� If the wireless link level retransmissions take too long, the TCP sender may time out beforethe retransmitted packet could be delivered to, and acknowledged by, the TCP receiver [13].� If the wireless link level retransmission scheme delivers packets out-of-order (OOO), thenthe OOO packets would result in duplicate acknowledgements from the receiver. If the TCPsender receives three duplicate acknowledgements, the fast retransmit mechanism will betriggered [4].In each of the above cases, the TCP sender would retransmit the lost packet, leading to the so-called \interference" between TCP and link level retransmissions. This interference wastes wirelessbandwidth by duplicating retransmissions [13]. In addition, since the TCP sender detects that apacket is lost, it reduces its congestion window. 2



3 Related WorkSeveral approaches to improve performance of TCP over wireless links have been proposed. In thesplit connection approach, a TCP connection is broken into two TCP connections { one from thesender to the base station, and another from the base station to the receiver [2, 26]. Thus, wirelesserrors can be handled locally, by means of retransmissions from the base station. This approach,however, violates the end-to-end reliability semantics of TCP.The Snoop protocol [4], described later in the paper, also performs local recovery, butimproves on the split connection approach by retaining the end-to-end reliability semantics. WTCP[21] modi�es the Snoop protocol by time-stamping packets. The time-stamps are used to providethe sender with a more accurate estimate of round-trip times, despite retransmissions on thewireless link.The explicit loss noti�cation (ELN) scheme [3] assumes that the receiver can determine thecause of a packet loss, and send a noti�cation to the sender. Other explicit noti�cation schemeshave also been proposed [14, 7, 10].Although earlier research on TCP over wireless often focussed on ways to modify TCP,some recent research has focussed on tuning the link layer implementation to allow TCP to achievebetter throughput [20, 15, 19, 18, 9].Host mobility is an issue related to the problem considered here, since wireless hosts are oftenmobile. To our knowledge, Caceres et al. [6] were the �rst to consider the impact of mobility onTCP performance, and suggest a mechanism to improve the throughput. Several other researchershave also considered techniques designed to take mobility into account [2, 6, 5, 17, 25].4 The Snoop SchemeBecause the proposed TCP-unaware scheme attempts to imitate the TCP-aware Snoop scheme [4],we �rst describe Snoop briey. For the discussion below, consider the system shown in Figure 1.Consider TCP data transfer from node S to the wireless host WH, through the base station BS.The link between S and BS is wired, whereas the link between BS and WH is wireless.
BS WH

wired link wireless link

base station TCP receiverTCP sender

S Figure 1: System modelThe essential elements of the Snoop scheme [4] may be summarized as follows:� Link level retransmissions: Snoop uses a link level retransmission mechanism that allowsthe base station to retransmit packets lost due to transmission errors on the wireless link.The base station BS caches TCP packets that have been sent to the wireless host WH, butfor which a TCP acknowledgement has not been received from WH. When the base stationreceives a duplicate acknowledgement with sequence number P from WH, the base stationretransmits the packet containing sequence number P, provided that the packet is cached at3



the base station. (Since a single packet loss due to errors may results in multiple duplicateacknowledgements, Snoop takes care to avoid retransmitting the packets unnecessarily.)The link level retransmission scheme in Snoop may deliver packets out-of-order over the wire-less link. As discussed earlier, link level retransmissions may interfere with retransmissions bythe TCP sender (which may be caused either by a retransmission timeout or fast retransmit).Snoop is designed for environments where the likelihood of a timeout at the TCP sender issmall (this is often true, since TCP retransmission timeouts typically use coarse granularity[4]). However, out-of-order packet delivery over the wireless link can trigger a fast retransmitfrom the TCP sender. The second feature of Snoop described below avoids this.� Reducing interference between TCP retransmissions and link level retransmissions: As notedabove, retransmissions from the base station are triggered by the receipt of duplicate acknowl-edgements fromWH. If these duplicate acknowledgements are forwarded to the sender node S,then the TCP sender would fast retransmit on receipt of three duplicate acknowledgements.To avoid fast retransmit by the sender, the base station drops duplicate acknowledgementswith sequence number P if the base station can locally retransmit the packet containing se-quence number P. Now, the TCP sender will not fast retransmit, since it will not receive theduplicate acknowledgements.Snoop uses some other features (such as a link level retransmission timeout) as well, however, welimit the discussion above to the most important features of Snoop.Figure 2 illustrates operation of the Snoop scheme with an example (please see caption ofthe �gure for a discussion).Because the scheme proposed in this paper is designed to behave similar to Snoop, theproposed scheme would tend to perform poorly whenever Snoop performs poorly. In particular, onslow wireless links, the round-trip time on the wireless link may be large (large on an absolute scale,and also a large fraction of the end-to-end round-trip time of the TCP connection). In such cases,despite large granularity of the TCP retransmission timer, the TCP sender is likely to timeoutwhile a retransmission is being performed on the wireless link. Therefore, protocols such as Snoop(and the proposed scheme) cannot perform well in these environments, and alternative techniquesneed to be used. Similar to [4, 3], in our simulation study, we choose the wireless bandwidth suchthat a wireless link level retransmission can potentially be performed before the TCP sender maytimeout. This assumption is valid, for instance, when a wireless LAN (such as AT&T WaveLAN)is used.5 Proposed Delayed Dupacks SchemeIn the proposed TCP-unaware scheme, the base station does not need to look at the TCP headers.The proposed scheme may be preferred over Snoop when encryption is used. To provide security,packets may be encrypted by the sender, as speci�ed by IPSEC [1] or some other standard. Withencryption, the base station may not be able to view the TCP headers. In such cases, the Snoopscheme is not useful.Proposed Delayed Duplicate Acknowledgements (or, Delayed Dupacks) scheme attempts toapproximate the behavior of Snoop. The proposed scheme can be summarized as follows:4
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dupacks immediately. However, dupacks for further consecutive OOO packets are delayed forduration d. If the next in-sequence packet is received within the d interval, then the delayeddupacks are not sent. Otherwise, after the d interval, all the delayed dupacks are released.Now consider two types of packet losses that may occur.� Case 1 { A packet is lost due to transmission errors on the wireless link: If d is chosen largeenough to allow time for link level retransmission (from the base station) of the lost packet,then the retransmitted packet would reach the TCP receiver before third and subsequentdupacks could be sent. In this case, the delayed dupacks will not be sent, and on receivingthe retransmitted packet, the receiver will acknowledge receipt of all the in-sequence data(including the retransmitted packet). Since the TCP sender does not receive more than twoduplicate acknowledgements, it will not fast retransmit. Thus, in the case of packet losses dueto transmission errors, the Delayed Dupacks scheme can imitate Snoop, with the appropriatechoice of dupack delay d.� Case 2 { A packet is lost due to congestion before reaching the wireless link: In this case, thewireless link level retransmission mechanism is not useful. However, the TCP receiver willdelay the third and subsequent dupacks for d time units (if three or more OOO packets arereceived). This can lead to a degradation in performance, compared to standard TCP. Stan-dard TCP will send the third dupack without any delay, thus initiating fast retransmissionsooner than the proposed protocol.Also, after the d interval, the TCP receiver could send multiple dupacks in a burst. This isnot a serious issue when the delay-bandwidth product on the wireless link is not very large (inthis case, the burst of dupacks will be small). However, if the burst is large, some mechanismto pace the dupacks may need to be used.The above discussion suggests that the proposed approach may be bene�cial when packet lossesdue to wireless transmission errors occur, but could be detrimental when packet losses due tocongestion occur.1 The overall performance improvement or degradation depends on the relativefrequency of the two types of packet losses. As seen later in the paper, the Delayed Dupacksscheme can signi�cantly improve performance when transmission errors occur, without degradingthe performance much when transmission errors do not occur.The Link Level Retransmission SchemeThe proposed scheme relies on a link level retransmission scheme to retransmit packets that are lostdue to wireless errors. As such, any link level retransmission scheme could potentially be used inconjunction with the proposed Delayed Dupacks scheme (recall that the Delayed Dupacks schemeonly modi�es the behavior of the TCP receiver).For the purpose of simulation experiments, we simulated a simple scheme that sends a linklevel acknowledgement for each link level data packet. Each TCP packet (i.e., TCP data or TCPacknowledgement) is encapsulated in one link layer data packet. Receipt of a link level data packetis acknowledged by a link level ack that contains sequence number of the received link layer packet.The link layer uses its own sequence numbers space (independent of TCP sequence numbers). Loss1We will use the term congestion loss to refer to a packet loss that occurs due to congestion.6



of link layer packet X is detected when a link layer ack for a link layer packet Y , such that Y > X ,is received. On detecting the loss of a link layer data packet, the lost packet is retransmitted onthe wireless link. Similar to Snoop, this scheme also uses a retransmission timer at the link layer,although typically link layer retransmission is triggered by the link layer acks, not by the timer.The link layer gives higher priority to link layer acks, as compared to link layer data.Similarly, retransmitted link layer data packets are given higher priority compared to other linklayer data packets. This priority mechanism is used to speed up detection and recovery of packetlosses due to transmission errors.The link layer scheme used here can potentially be improved, for instance, by piggybackinglink level acks onto link level data. However, we show that despite the use of a simple link levelretransmission scheme, the Delayed Dupacks scheme can perform quite well.An ExampleFigure 3 illustrates the delayed dupacks scheme with an example. A comparison of this �gure withFigure 2 shows the similarities as well as di�erences in the behavior of Snoop and Delayed Dupacksschemes.6 Simulation ResultsWe evaluated performance of the Delayed Dupacks scheme using the ns-2 simulator [16]. Figure 1illustrates the network topology used in our evaluation. A one-way TCP transfer is establishedfrom node S to node WH. The link between the sender node S and base station BS is wired andfull-duplex. The wired link bandwidth and delay are �xed at 10 Mbps and 20 ms, respectively.The link between the base station BS and the wireless host WH is wireless and full-duplex. Thewireless link bandwidth is �xed at 2 Mbps. We considered four values of wireless link delay (1 ms,10 ms, 20 ms and 40 ms) in our simulations. Only results for wireless link delay of 1 ms and 20ms are reported here due to lack of space.The TCP source is assumed to be performing a bulk data transfer. TCP data packetscontain 1000 bytes, while TCP acks contain 40 bytes. Link level acks (used when simulating theDelayed Dupacks scheme) contain 14 bytes. For the Delayed Dupacks scheme, the dupack delay dwas varied in the range 0 to 0.2 second.In the ns-2 simulation model, a queue is associated with each direction of a link. In oursimulations, each queue can hold at most 40 packets (queue size is measured as the number ofpackets in the queue). Recall that the link level retransmission scheme used with Delayed Dupackssends link level acks, while Snoop uses TCP acknowledgements instead. Therefore, if a single queueis used for all packets on the wireless link, the queue would overow much sooner when using theDelayed Dupacks scheme as compared to Snoop. To avoid this unfairness to the Delayed Dupacksscheme, on the wireless link, we use two queues: one queue for link layer data and another queuefor link layer acks. Note that TCP data and TCP acks are both considered to be link layer data.The additional queue for link layer acks does not increase the memory requirement much (40 linklayer acks need much less than 1000 bytes). 7
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As discussed above, we vary four parameters in our simulations: (1) wireless transmissionerror rate, (2) wireless link delay, (3) congestion loss rate, and (4) delay interval d for the De-layed Dupacks scheme. In addition, we also performed measurements varying the number of TCPconnections sharing the wireless link from 1 to 4. However, due to lack of space, we only reportmeasurements for a single TCP connection. We compare four schemes:� Base TCP (without any link level retransmission mechanism): As noted above, base TCP issimulated using the TCP/Reno and TCPSink agents in the ns-2 simulation package.� Base TCP on top of the (TCP-unaware) link level retransmission scheme:Note that when the Delayed Dupacks scheme is used with d = 0, behavior of the TCP receiverbecomes identical to that in the base TCP. Therefore, all results presented below for d = 0should be considered to be for base TCP executed on top of our TCP-unaware link levelretransmission scheme.� Delayed Dupacks scheme.� Snoop scheme { note that when simulating the Snoop scheme, our link layer protocol is notused.We now present the simulation results.6.1 Results with No Transmission ErrorsAs noted previously, the Delayed Dupacks scheme may delay recovery from congestion-relatedpacket losses. This can have a detrimental impact on TCP performance. To estimate the detri-mental impact in the worst case, we �rst consider the case when no transmission errors occur onthe wireless link. Under this condition, we would like the Delayed Dupacks scheme to performclose to base TCP.Figure 4 plots TCP throughput versus congestion loss rate, for wireless delay of 1 ms and20 ms, assuming that transmission error rate is 0. In the �gure, the curves for d = 0, d = 0:08,etc., correspond to the Delayed Dupacks scheme with the corresponding value of dupack delay d.Note that the delay listed in the �gures is in seconds { thus, the curve for d = 0:08 corresponds todupack delay of 0.08 second or 80 ms. Some observations based on Figure 4 are as follows:� As should be expected, when congestion loss rate is increased, throughput decreases.The curves for wireless link delay of 1 ms and 20 ms show similar trends. The throughputfor the case of 20 ms wireless link delay is lower than that for 1 ms, since larger end-to-endround-trip time results in slower congestion window growth for a TCP connection.� Throughput for Snoop is similar to base TCP { the curves for base TCP and Snoop overlapin the �gure. When packets are lost only due to congestion, Snoop behaves similar to baseTCP, yielding similar performance.� Delayed Dupacks uses the wireless channel for link level acks, unlike base TCP or Snoop.Therefore, Delayed Dupacks yields lower throughput than base TCP even for congestion lossrate of 0. 9
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(b) Wireless delay = 20 msFigure 4: No transmission errors: Throughput (bits/sec) versus congestion loss rate (per packet)For non-zero congestion loss rate, throughput of the Delayed Dupacks scheme monotonicallydecreases when d is increased. Since the transmission error rate is 0, all packet losses aredue to congestion. In this case, delaying dupacks only delays recovery from congestion losses,thus degrading throughput. Therefore, a larger dupack delay results in worse throughput.� The throughput degradation for Delayed Dupacks scheme is worst for moderate values ofcongestion loss rate. When congestion loss rate is small, there are fewer opportunities forunnecessarily delaying dupacks at the TCP receiver, therefore, the performance degradationis small. When congestion loss rate is large, retransmission timeouts at the TCP senderbecome frequent { the degradation due to these timeouts becomes more prominent thanthat due to the delayed dupacks. Timeouts a�ect performance of all schemes (includingbase TCP). Therefore, the relative degradation due to delayed dupacks is small when thecongestion loss rate is high.Results for wireless link delays of 10 ms and 40 ms are similar to the above results, and omitteddue to lack of space.In the rest of the paper, we consider the case when transmission errors may occur.6.2 With Transmission Errors: Wireless Link Delay 1 msFigure 5 plots TCP throughput versus 1/Error Rate when wireless link delay is 1 ms (note thatthe results reported in the �gures are averages over 12 runs). The four sets of curves in Figure 5correspond to four di�erent congestion loss rates. In Figure 5, base TCP (without link levelretransmissions) performs poorly, as expected. However, base TCP on top of the TCP-unawarelink layer retransmission scheme (i.e., Delayed Dupacks scheme with d = 0) performs quite well.In other words, Delayed Dupacks and Snoop are unable to achieve performance much better thansimply using standard TCP in conjunction with a reliable link layer mechanism.The explanation for this observation is quite simple. As discussed earlier, Delayed Dupacksand Snoop both attempt to achieve better performance by avoiding TCP fast retransmit when10
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(d) Congestion loss rate = 0.05 per packetFigure 5: Wireless link delay = 1 mspackets are lost due to wireless transmission errors, despite out-of-order delivery at the link layer.Consider placement of a packet retransmitted by the wireless link layer. Figure 6 shows twopossibilities. In this �gure, a diagonal line through a packet denotes that it was lost due totransmission errors. The packets are sent by the base station BS to receiver WH in the left-to-right order in each case.� Case A: In this case, packet 1 is lost due to transmission errors, and the base station sendspackets 2 and 3 before it retransmits packet 1. Thus, the number of out-of-order (OOO)packets received by the receiver, before it receives the retransmitted packets, is less thanthree.� Case B: In this case also, packet 1 is lost due to transmission errors, but the base stationsends packets 2 through 5 before retransmitting packet 1.In case A, even if standard TCP is used, the packet loss due to transmission errors will not causefast retransmit at the sender (since three OOO packets are not delivered to the receiver). Thus, fastretransmit is likely to occur only in cases similar to Case B. To put it di�erently, fast retransmit is11
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Case A Case BFigure 6: Placement of retransmitted packetslikely to occur only when the delay-bandwidth product of the wireless link is at least 4 data packets.For Figure 5, the one-way wireless link delay is 1 ms and wireless bandwidth is 2 Mbps. Sincethe delay-bandwidth product is quite small, Snoop or Delayed Dupacks (with d > 0) cannot yieldperformance improvement compared to executing base TCP in conjunction with the TCP-unawarelink level retransmission scheme (i.e., Delayed Dupacks with d = 0).Our measurements indicate that, when the error rate is high, Snoop often performs some-what worse than Delayed Dupacks. This occurs because the link layer retransmission scheme isable to recover from multiple packet losses better than Snoop. As noted in [3], in such situations,Snoop performance can be improved by using selective acknowledgements (SACK).In Figures 5(a) through 5(d), observe that as the congestion loss rate increases, the di�erencebetween throughput for the best and worst values of d plotted increases. This occurs due to thedelayed reaction by the Delayed Dupacks scheme when congestion losses occur.We observed that for large values of delay d, sometimes when the error rate is decreased, theaverage throughput decreases slightly. For instance, this occurs for congestion loss rate of 0.03 andd = 0:2 second. We have not yet conclusively explained this phenomenon (statistical variations isa plausible cause). Further simulation experiments are being performed to determine the cause.6.3 With Transmission Errors: Wireless Link Delay 20 msUnlike the case with wireless link delay of 1 ms, when the wireless link delay is 20 ms, the delay-bandwidth product for the wireless link is larger than 4 packets (recall that in our simulations TCPdata packet size is 1000 bytes) Therefore, earlier discussion of Figure 6 suggests that Snoop andDelayed Dupacks (with suitable d) should be able to perform better than base TCP. For wirelessdelay of 20 ms, Figure 7 plots TCP throughput versus 1/Error Rate. The four sets of curves inFigure 7 correspond to four di�erent congestion loss rates.In Figure 7(a), with congestion loss rate = 0, Delayed Dupacks scheme with d = 0 performsmuch worse than Snoop and Delayed Dupacks with larger d. Since the wireless delay is 20 ms,the round-trip delay on the wireless link is greater than 40 ms. Thus, if d is small (say, smallerthan 40 ms), the delayed dupacks are released before the link layer could deliver the retransmittedpacket. Therefore, with small d, fast retransmit at the sender cannot be prevented, resulting inpoor throughput. However, the throughput for d = 0 is marginally better than base TCP, sincethe link layer recovers from the packet losses sooner than the base TCP.Again, in Figure 7(a), with congestion loss rate = 0, observe that the throughput of the12
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(a) Congestion loss rate = 0.0 per packet 100000
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(b) Congestion loss rate = 0.01 per packet
50000

100000

150000

200000

250000

300000

16384 32768 65536 131072

T
hr

ou
gh

pu
t (

bi
ts

/s
ec

)

1/Error rate

congestion loss rate = 0.03 , wireless delay = 20 ms

base TCP
d = 0

d = 0.08
d = 0.12
d = 0.2
Snoop

(c) Congestion loss rate = 0.03 per packet 40000
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(d) Congestion loss rate = 0.05 per packetFigure 7: Wireless link delay = 20 msDelayed Dupacks scheme, is comparable with Snoop when an appropriately large delay d is chosen.Since, in this case, congestion loss rate is 0, all packet losses are due to transmission errors. There-fore, larger d has the bene�cial e�ect of avoiding fast retransmits even if multiple retransmissionsof a packet are needed on the wireless link (particularly, at high error rates). Therefore, in theabsence of congestion losses, larger d tends to perform better than small d. This phenomenon isthe reverse of that observed in Figure 4.In Figures 7(a) through 7(d), note that the Delayed Dupacks scheme with d = 0:8 performsquite well, and approaches the performance of Snoop. Since the round-trip delay on the wirelesslink is approximately 40 ms, d = 80 ms is su�cient to allow for one retransmission of a lost packet.Also, the probability that multiple retransmissions would be needed to recover from a transmissionerror is small. Thus, the delay of d = 80 ms is typically su�cient to successfully retransmit thelost packet. Since the delay of 80 ms is not too large compared to end-to-end round-trip time forthe TCP connection, the impact of delaying fast retransmit in the event of congestion losses is nottoo detrimental. Thus, d = 80 ms performs well for all the congestion loss rates simulated in ourmeasurements.Due to lack of space, we omit the simulation results when wireless link delay is 10 ms or 4013



ms. The results for these cases also show trends similar to the results presented above.The simulation results presented above show that when the delay-bandwidth product on thewireless link is small, it is not necessary to use the Delayed Dupacks scheme or the Snoop schemeto achieve good performance. Standard TCP executed on top of a link level retransmission schemeshould su�ce in such cases. However, when the delay-bandwidth product of the wireless link issomewhat larger, the Delayed Dupacks scheme can be bene�cial. The performance of the DelayedDupacks scheme is comparable with Snoop, for appropriately chosen value of dupack delay d. Also,it is possible to achieve good performance using the same value of d over a reasonable range ofcongestion loss rates (we simulated 0 to 5% congestion loss rates).7 Conclusions and Further WorkSnoop [4] uses a TCP-aware link layer scheme to improve performance of TCP over wireless linksprone to transmission errors. This paper presents a TCP-unaware scheme, named Delayed Dupli-cate Acknowledgements, that attempts to imitate the behavior of Snoop. Performance measure-ments show that the Delayed Dupacks scheme can often perform comparable to Snoop, by usingthe appropriate value for the dupack delay d. Additional work is needed to address the followingissues:� How to determine the optimal value of delay d? It would be useful to derive some guidelinesfor choosing appropriate d.� What is the impact of shared wireless media on the suitable value of d? When TCP connec-tions to several destination hosts share the wireless medium, the appropriate value of d couldbe a�ected by the number of hosts sharing the medium.� How does the end-to-end round-trip time (RTT) a�ect performance? Additional measure-ments are needed to evaluate how the relationship between end-to-end RTT and RTT on thewireless link a�ects performance of the Delayed Dupacks scheme.References[1] R. Atkinson, \Security architecture for the internet protocol," Tech. Rep. RFC 2401, IPSECworking group, Internet Engineering Task Force, November 1998.[2] A. Bakre and B. Badrinath, \I-TCP: Indirect TCP for mobile hosts," in Proc. 15th Interna-tional Conf. on Distributed Computing Systems (ICDCS), May 1995.[3] H. Balakrishnan, V. Padmanabhan, S. Seshan, and R. Katz, \A comparison of mechanisms forimproving TCP performance over wireless links," in ACM SIGCOMM, Stanford, CA, August1996.[4] H. Balakrishnan, S. Seshan, and R. Katz, \Improving reliable transport and hando� perfor-mance in cellular wireless networks," ACM Wireless Networks, vol. 1, December 1995.[5] K. Brown and S. Singh, \M-TCP: TCP for mobile cellular networks," ACM Computer Com-munications Review, vol. 27, no. 5, 1997. 14
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