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To do multicasting, some way is needed to de�ne multicast groups. In conventionalmulticasting algorithms, a multicast group is considered as a collection of hosts which registerto that group. It means that, if a host wants to receive a multicast message, it has to join aparticular group �rst. When any hosts want to send a message to such a group, they simplymulticast it to the address of that group. All the group members then receive the message.In this paper, we consider a location-based multicast group, which is de�ned as the setof nodes residing in a geographical \multicast region". Thus, if a host resides within a speci�carea at a given time, it will be automatically a member of the corresponding multicast groupat that time. All the hosts in the multicast region should receive the multicast packet. Such amulticast group may be used for sending a message that is likely to be of interest to everyoneat a given location (or in a speci�ed area).Most existing multicast protocols which have been developed for wired networks [7, 10]cannot be directly applied to the environment of MANET. For instance, source-oriented proto-cols such as DVMRP [10] would be ine�cient because source nodes also can move in mobile adhoc networks. In addition, an easily recon�gurable multicast tree topology is required since itcan be dynamically changed by movement of group members. However, unfortunately, channeloverhead caused by tree recon�guration updates tends to increase very rapidly with mobility[9]. Sometimes, multicast ooding may be a better solution in MANET. In this paper, we pro-pose two Location-based Multicast schemes to decrease delivery overhead of multicast packets,as compared to multicast ooding. The schemes in this paper attempt to reduce the forwardingspace for multicast packets. Limiting the forwarding space results in fewer multicast messages,while maintaining \accuracy" of data delivery comparable with multicast ooding.This paper is organized as follows. The next section discusses some related works. Sec-tion 3 describes proposed approach for location-based multicasting in MANET. Performanceevaluation of our algorithms is presented in Section 4. Finally, Section 5 presents conclusionsand future work.2 Related WorkThe closest work to ours is GeoCast by Navas and Imielinski [13, 14, 19]. Their approachis also based on the concept of location-based multicast group. In their scheme, multicastgroup members are (implicitly) de�ned as all recipients within a certain region. To supportlocation dependent services such as geographically-targeted advertising, they suggested threemethods: geo-routing with location aware routers, geo-multicasting modifying an IP multicast,and application layer solution using extended Domain Name Service(DNS). We suggest a similarconcept of location-based multicast group in mobile ad hoc environments.Metricom is a packet radio system using location information for the routing purpose[18]. The Metricom network infrastructure consists of �xed base stations whose precise locationis determined using a GPS receiver at the time of installation. Metricom uses a geographicallybased routing scheme to deliver packets between base stations. Thus, a packet is forwarded onehop closer to its �nal destination by comparing the location of packet's destination with thelocation of the node currently holding the packet.2



The algorithms proposed here for multicasting are derived from algorithms we previouslyproposed for routing in mobile ad hoc networks [16, 17]. In [16, 17], we presented an approachto utilize location information to improve performance of routing protocols in MANET. Thekey idea behind that scheme is to decrease overhead of route discovery by limiting the searchspace for a desired route. To do this, the protocol [16, 17] uses physical location information formobile hosts which may be obtained using the global positioning system (GPS) [11, 20]. Similarideas have been applied to develop selective paging for cellular PCS (Personal CommunicationService) networks [4]. In selective paging, the system pages a selected subset of cells close to thelast reported location of a mobile host. This allows the location tracking cost to be decreased.3 Location-Based Multicast ProtocolsTwo approaches may be used to implement location-based multicast:� Maintain a multicast tree, such that all nodes within the multicast region at any timebelong to the multicast tree. The tree would need to be updated whenever nodes enter orleave the multicast region.� Do not maintain a multicast tree. In this case, the multicast may be performed using somesort of \ooding" scheme. As elaborated below, this is the approach taken in this paper.A comparison of the above two approaches is a subject of our current research.3.1 Multicast FloodingFlooding is probably the simplest multicast routing algorithm [12]. The ooding algorithm canbe used to deliver packets to nodes within a location-based multicast group. The multicastooding algorithm can be implemented as follows: Assume that a node S needs to send a packetto a speci�c multicast region { the region would be represented by some closed polygons usinggeographic coordinates (a circle in Figure 1). Node S broadcasts the multicast packet to all itsneighbors2 { hereafter, node S will be referred to as the sender and nodes D, F, and G as themulticast group members (note that all nodes present in the speci�ed multicast region are, byde�nition, multicast group members). A node, say B or C, on receiving the packet, comparesthe speci�ed region's coordinates with its own location. (We assume that all hosts are able todetermine their own location using GPS.) If the location of B is within the speci�ed multicastregion, node B will accept the packet. Node B will also broadcast the packet to its neighbors,if it has not received the packet previously (repeated reception of a packet is detected usingsequence numbers). If node B is located outside the multicast region, it just broadcasts thepacket to its neighbors, if the packet is not a duplicate for node B. In Figure 1, when nodeX receives the packet from B, it forwards the packet to its neighbors. However, when node Xreceives the same data packet from C, node X simply discards the packet. Similarly, when nodeD receives a multicast packet from X, it forwards the packet to its neighbors after accepting thepacket.2Two nodes are said to be neighbors if they can communicate with each other over a wireless link.3
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multicast data  packetFigure 1: Illustration of multicast oodingUsing the above ooding algorithm, provided that the intended multicast group membersare reachable from the sender, the members should eventually receive a multicast message. Itis possible that some group members will not receive the packet (for instance, when they areunreachable from the sender, or multicast messages are lost due to transmission errors).This algorithm would be very simple and robust but would not be very e�cient. Whenusing the above algorithm, observe that in the absence of transmission errors, the multicastpacket would reach all nodes reachable from the sender S, not just the nodes in the multicastregion. Using location information of the source and the speci�ed multicast region, we attemptto reduce the number of nodes, outside the multicast region, to whom a multicast packet ispropagated.3.2 PreliminariesLocation InformationThe proposed approach is termed Location-based Multicast, as it makes use of location-based mul-ticast groups and utilizes location information to reduce multicast delivery overhead. Locationinformation used in our protocol may be provided by the Global Positioning System(GPS) [2,3, 11, 20]. Current GPS provides accurate three-dimensional position (latitude, longitude, andaltitude), velocity, and precise time traceable to Coordinated Universal Time(UTC) [1]. There-fore, with the availability of GPS, it is possible for a mobile host to know its physical location.(In this paper, we assume that the mobile nodes are moving in a two-dimensional plane.)In reality, position information provided by GPS includes some amount of error, whichis the di�erence between GPS-calculated coordinates and the real coordinates. For instance,NAVSTAR Global Positioning System has positional accuracy of about 50-100 meters and Dif-ferential GPS o�ers accuracies of a few meters [2, 3]. In our discussion, we assume that eachhost knows its current location precisely (i.e., no error). However, our algorithms can be easilyextended to take location error into account, similar to the routing algorithms in [16, 17].Multicast Region and Forwarding ZoneMulticast Region: Consider a node S that needs to multicast a message to all nodes that arecurrently located within a certain geographical region. We call this speci�c area as \MulticastRegion". The multicast region would be represented by some closed polygon such as a circle or4



a rectangle (see Figure 2). Assume that node S multicasts a data packet at time t0, and threenodes (X, Y, and Z in Figure 2) are located within the \multicast region" at that time. Then,the multicast group G, from the viewpoint of node S at time t0, would have three members thatare expected to receive the multicast data packet sent by node S. Accuracy of multicast deliverycan be de�ned as ratio of the number of group members that actually receive the multicastpacket, and the number of group members which were in the multicast region at the time whenthe multicast is initiated. For example, if only node X among three members of the multicastgroup G in Figure 2 actually gets a multicast packet, accuracy of delivery for the multicastpacket will be about 33.3%.
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Figure 2: Multicast RegionForwarding Zone: Again, consider node S that needs to multicast packets to a multicastregion. The proposed location-based multicast algorithms use multicast ooding with one mod-i�cation. Node S de�nes (implicitly or explicitly) a \Forwarding Zone" for the multicast datapacket. A node forwards the multicast packet only if it belongs to the forwarding zone (unlikethe multicast ooding algorithm in Section 3.1).To increase the probability that a data packet will reach all members in the multicastgroup, the forwarding zone should include the multicast region (described above). Additionally,the forwarding zone may also include other areas around the multicast region. When the mul-ticast region does not include the source node S, a path from S to multicast group membersmust include hosts outside the multicast region. Therefore, additional region must be includedin the forwarding zone, so that node S and other nodes in the multicast region both belong tothe forwarding zone (for instance, as shown in Figure 3(a)).To be a useful multicast protocol, it is necessary to achieve an acceptable accuracy ofmulticast delivery. Note that accuracy of the protocol can be increased by increasing the sizeof the forwarding zone (for instance, see Figure 3(b)). However, data delivery overhead alsoincreases with the size of the forwarding zone. Thus, there exists a trade-o� between accuracyof multicast delivery and the overhead of multicast delivery.5
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Figure 3: Forwarding Zone: An edge between two nodes means that they are neighbors3.3 Determining Membership of the Forwarding ZoneAs noted above, the proposed location-based multicast algorithms are essentially identical tomulticast ooding, with the modi�cation that a node which is not in the forwarding zone doesnot forward a multicast packet to its neighbors. Thus, implementing location-based multicastschemes requires that a node be able to determine if it is in the forwarding zone for a particularmulticast packet { two algorithms presented here di�er in the manner in which this determinationis made.Location-based Multicast Scheme 1Our �rst scheme uses a forwarding zone that is rectangular in shape (refer to Figure 4). In ourlocation-based multicast algorithm 1, we de�ne the forwarding zone to be the smallest rectanglethat includes current location of node S and the multicast region (the closed polygon regionde�ned previously), such that the sides of the rectangle are parallel to the X(horizontal) andY(vertical) axes. In Figure 4(a), the multicast region is the rectangle whose corners are O, P, Band Q, and the forwarding zone is the rectangle whose corners are S, A, B and C. Whereas inFigure 4(b), the forwarding zone is identical to the multicast region, as S is within the rectangularmulticast region.The source node S can thus determine the four corners of the forwarding zone. NodeS includes their coordinates in a multicast packet transmitted when initiating the multicastdelivery. When a node receives the multicast packet, it simply discards the packet if the nodeis not within the rectangle speci�ed by the four corners included in the packet. For instance, inFigure 4(a), if node I receives the multicast data packet from another node, node I forwards thepacket to its neighbors, because I determines that it is within the rectangular forwarding zone.However, when node J receives the multicast data packet, node J discards the packet, as J isnot within the forwarding zone (see Figure 4(a)).6



Network Space Network Space
Forwarding Zone

Forwarding Zone

Multicast Region

(a) Source node outside the Multicast Region

Multicast Region

(b) Source node within the Multicast Region

J I 

A 

C 

C 

B 

D 

A 
B 

S 

O 

P Q 

S 

Figure 4: Location-based Multicast scheme 1Size of the forwarding zone: Note that the size of a rectangular forwarding zone above isdependent on (i) size of the multicast region and (ii) location of the sender. To provide additionalcontrol on the size of the forwarding zone, we de�ne a parameter �, which can be used to extendthe forwarding zone. When � is positive, the rectangular forwarding zone is extended in positiveand negative X and Y directions by � (thus each side increases by 2�).For instance, let us consider the case in Figure 4(b). Let us assume a 300 unit x 300 unitsquare multicast region, such that the sender S is within the multicast region. In this case, theforwarding zone is identical to the multicast region, when � is set to 0. However, when we use �= 100 units, the size of the forwarding zone will be larger (500 unit x 500 unit square region).In our simulations, for the purpose of performance evaluation, we use � in the range of 0 to 150units.Location-based Multicast Scheme 2In the location-based multicast scheme 1 described above, the sender S explicitly speci�es theforwarding zone in its multicast data packet. In scheme 2, without including the forwardingzone explicitly, node S includes three pieces of information with its multicast packet:� The multicast region speci�cation.� The location of the geometrical center, (Xc; Yc), of the multicast region.Distance of any node Z from (Xc; Yc) will be denoted asDISTz in the rest of this discussion.� The coordinates of node S, (Xs; Ys). 7



When a node I receives the multicast packet from node S, I determines if it belongs to themulticast region. If node I is in multicast region, it accepts the multicast packet.3 Then, nodeI calculates its distance from location (Xc; Yc), denoted as DISTi, and:� For some parameter �, if DISTs + � � DISTi, then node I forwards the packet to itsneighbors. Before forwarding the multicast packet, node I replaces the (Xs; Ys) coordinatesreceived in the multicast packet by its own coordinates (Xi; Yi).� Else DISTs + � < DISTi. In this case, node I sees whether or not node S is within themulticast region. If node S is in the multicast region, then node I forwards the packet toits neighbors. Otherwise, node I discards the packet.When some node J receives the multicast data packet (originated by node S) from nodeI, it applies a criteria similar to above: If node J has received this packet previously, it discardsthe packet. Otherwise, if node J is in the multicast region, it accepts the packet. Also, node Jcalculates its distance from (Xc; Yc), denoted as DISTj. Now,� If DISTi+� � DISTj, then node J forwards the packet to its neighbors. Before forwardingthe packet, node J replaces coordinates (Xi; Yi) of node I by its own coordinates (Xj; Yj).� Else DISTi + � < DISTj. If node I, which has forwarded the packet to node J, is insidethe multicast region, then node J forwards the packet to its neighbors. Otherwise, node Jdiscards the packet.Thus, node J forwards a multicast packet delivered by I (originated by node S), if J is \at most� farther" from (Xc; Yc) than node I. Node J also forwards the packet in the case when nodeI is in the multicast region, even if J is not closer to (Xc; Yc) than node I. For the purpose ofperformance evaluation, we use � in the range of 0 to 150 units in the next section.Figure 5 illustrates the di�erence between the two location-based multicast schemes.Consider Figure 5(a) for scheme 1 (assume � = 0): When nodes I and K receive the multicastpacket (originated by node S), they forward the multicast packet, as both I and K are within therectangular forwarding zone. On the other hand, when node N receives the packet, it discardsthe packet, as N is outside the forwarding zone. Now consider Figure 5(b) for scheme 2 (assume� = 0): When nodes N and I receive the multicast data packet from node S, both forward thepacket to their neighbors, because N and I are both closer to (Xc; Yc) than node S. When nodeK receives the packet from node I, node K discards the packet, as K is farther from (Xc; Yc) thannode I, and node I is outside the multicast region. Observe that nodes N and K take di�erentactions when using the two location-based multicast schemes.4 Performance EvaluationTo evaluate our schemes, we performed simulations using modi�ed version of a network simu-lator, MaRS (Maryland Routing Simulator) [5, 6]. MaRS is a discrete-event simulator built to3This test may be modi�ed to see whether node I is in the multicast region, or was in the multicast regionrecently. 8
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(a)  Location-based Multicast Scheme 1 (b)  Location-based Multicast Scheme 2Figure 5: Comparison of the two Location-based Multicast Schemesprovide a exible platform for the evaluation and comparison of network routing algorithms.Three protocols were simulated { multicast ooding, Location-based Multicast scheme 1 andscheme 2. We studied several cases by varying the size of forwarding zone and transmissionrange of each node.4.1 Simulation ModelNumber of nodes in the network was chosen to be 30. The nodes in the mobile ad hoc networkare con�ned to a 1000 unit x 1000 unit square region. Initial locations (X and Y coordinates) ofthe nodes are obtained using a uniform distribution. We assume that a node knows its currentlocation accurately.Also, We assume that each node moves continuously, without pausing at any location.Each node moves with an average speed v. The actual speed is uniformly distributed in therange v � � and v + � units/second, where, we use � = 2:5. In our preliminary evaluation, weonly consider average speed (v) of 2.5 units/sec.Each node makes several \moves" during the simulation. A node does not pause betweenmoves. During a given move, a node travels distance d, where d is exponentially distributedwith mean 20. The direction of movement for a given move is chosen randomly. For each suchmove, for a given average speed v, the actual speed of movement is chosen uniformly distributedbetween [v � �; v + �]. If during a move (over chosen distance d), a node \hits" a wall of the1000x1000 region, the node bounces and continues to move after reection, for the remainingportion of distance d.Two mobile hosts are considered disconnected if they are outside each other's transmissionrange. All nodes have the same transmission range. For the simulations, transmission rangevalues of 200, 250, 300 and 400 units were used. All wireless links have the same bandwidth,100 Kbytes per second. 9



Each simulation run simulated 1000 seconds of execution. For the simulation, a sender ischosen randomly and a multicast region is prede�ned. We assume that the multicast region is a300 unit x 300 unit square region with both X and Y coordinates in the range between 500.00and 800.00. The source performs one multicast per second, which means that 1000 multicastshave been done in each simulation run.4.2 Simulation ResultsIn the following, the term \multicast packets" is used to refer to the multicast data packetsreceived by the nodes { the number of multicast packets received by nodes is di�erent fromnumber of multicast packets sent, because a single broadcast of a multicast data packet by somenode is received by all its neighbors. We measure two parameters:� Accuracy of multicast deliveryAs explained in Section 3.2, accuracy of multicast delivery is calculated as ratio of thenumber of multicast group members which actually receive the multicast packets, and thenumber of group members which were supposed to receive the packets. In our simulationresults, the accuracy of multicast delivery is an average over 1000 multicasts.� Total number of multicast packets received by nodes per multicastThis is de�ned as the total number of multicast packets delivered to all the nodes combined,during each multicast. Note that when a node broadcasts a packet to its neighbors, thepacket is delivered to all its neighbors (and counted as many times in this statistic).The number of multicast packets received by the nodes per multicast is a measure of theoverhead of multicast packet delivery.We compare the results from location-based multicast schemes 1 and 2 with those from themulticast ooding algorithm.Accuracy of multicast delivery for the location-based multicast scheme 1 is depicted inFigure 6(a) as a function of transmission range of each node. Figures 6(a) also shows howthe size of forwarding zone, i.e., varying the value of � in the range of 0 to 150 units, a�ectsaccuracy. Generally, the accuracy of scheme 1 increases with increasing �. Note that, when� is equal to 150, accuracy of multicast delivery for scheme 1 is almost the same as that formulticast ooding. In some cases, accuracy of multicast ooding itself is not too good. Witha smaller transmission range, number of neighbors for each node decreases. Therefore, a singlebroadcast of multicast packet results in less nodes receiving the packet. This factor contributesto a decrease in probability that the packet reaches multicast group members.Figure 6(b) plots the total number of multicast packets received by the nodes per mul-ticast as a function of transmission range of each node. Observe that the number of multicastpackets received is consistently lower for the location-based multicast scheme 1 as comparedto multicast ooding. As the transmission range of nodes is increased, number of multicastpackets received per multicast increases for all schemes. However, scheme 1 provides a lower10
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rate of increase than multicast ooding. This is because, with scheme 1, number of multicastpackets transmitted is reduced by limiting data broadcasting to a smaller forwarding zone.Figure 7 plots the results for scheme 2. Figure 7(a) shows that the location-based mul-ticast scheme 2 is generally more accurate than scheme 1 (See Figure 6(a)). However, notethat the accuracy for schemes 1 and 2 both is comparable with that of the multicast ooding,when � = 150 units. Similar to scheme 1, amount of multicast data delivery overhead for themulticast ooding algorithm increases much more rapidly than scheme 2, when transmissionrange is increased. The e�ect of varying the size of forwarding zone is also shown in Figure 7.5 ConclusionThis paper focuses on location-based multicasting problems in mobile ad hoc environments. Alocation-based multicast group is de�ned as the set of nodes that reside within a speci�ed mul-ticast region. We propose two location-based multicast algorithms. The proposed algorithmslimit the forwarding space for a multicast packet to the so-called forwarding zone. Simulationresults indicate that proposed algorithms result in lower message delivery overhead, as com-pared to multicast ooding. As simulation results show, while reducing the message overheadsigni�cantly, it is possible to achieve accuracy of multicast delivery comparable with multicastooding. A comparison between proposed algorithms and an alternative approach maintaininga multicast tree to implement location-based multicast is a topic for further work.References[1] \GPS and precision timingapplications." Web site at http://wwwtmo.external.hp.com/tmo/pia/in�nium/PIATop/Notes/English/5965-2791E.html.[2] \Iowa State University GPS page." Web site at http://www.cnde.iastate.edu/gps.html.[3] \NAVSTAR GPS operations." Web site at http://tycho.usno.navy.mil/gpsinfo.html.[4] I. F. Akyildiz, S. M. Joseph, and Y.-B. Lin, \Movement-based location update and selectivepaging for PCS networks," IEEE/ACM Transactions on Networking, vol. 4, no. 4, pp. 94{104, 1996.[5] C. Alaettinoglu, K. Dussa-Zieger, I. Matta, O. Gudmundsson, and A. U. Shankar, \MaRSprogrammer's manual - version 1.0," Tech. Rep. TR 91-107, The University of Maryland,July 1991.[6] C. Alaettinoglu, K. Dussa-Zieger, I. Matta, and A. U. Shankar, \MaRS user's manual -version 1.0," Tech. Rep. TR 91-80, The University of Maryland, June 1991.[7] R. Ballardie, P. Francis, and J. Crowcroft, \Core based trees (CBT) an architecture forscalable inter-domain multicast routine," in Proc. of ACM SIGCOMM '93, pp. 85{95,1993. 12
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