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Abstract

TCP is a popular transport protocol used in present-day internet. When packet losses occur,
TCP assumes that the packet losses are due to congestion, and responds by reducing its congestion
window. When a TCP connection traverses a wireless link, a significant fraction of packet losses
may occur due to transmission errors. TCP responds to such losses also by reducing congestion
window. This results in unnecessary degradation in TCP performance.

We define a class of functions named loss predictors. Loss predictors may be used by a TCP
sender to guess whether a particular packet was lost due to congestion or due to wireless trans-
mission errors. Depending on this determination, the TCP sender can take actions appropriate
for the actual type of loss. The loss predictors considered in this paper are based on congestion
avoidance techniques (CATs) proposed previously. These loss predictors use simple statistics on
round-trip times and/or throughput, to determine the cause of a packet loss. An objective of this
paper is to investigate the ability of three CAT-based loss predictors to determine the cause of a
packet loss. Also, the paper evaluates how these loss predictors react to changes in several network
parameters.
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1 Introduction

TCP is a popular protocol for reliable data delivery in the internet. TCP is robust in that it can
adapt to disparate network conditions [8]. TCP uses congestion control mechanisms to recover from
congestion that may occur in the network. When a packet loss occurs, TCP sender assumes that
congestion has occurred in the network, and drastically reduces its congestion window. Reducing
congestion window temporarily reduces the number of packets sent by the sender, and reduces the

throughput. The congestion window can grow again gradually, until another packet loss occurs.

TCP makes the implicit assumption that all packet losses are due to congestion. This as-
sumption is not accurate when a TCP connection traverses a wireless link. In this case, a significant

fraction of packet losses may be due to transmission errors.

Due to increasing acceptance of wireless networking technology, there is considerable interest
in using TCP over wireless links [11, 2, 6, 3, 2, 1, 7]. Previous work has shown that, unless the TCP
protocol is modified, it performs poorly on paths that include a wireless link subject to transmission
errors. The reason for this is that a TCP sender activates congestion control mechanisms [8] even
if a packet loss is due to wireless transmission errors. Taking congestion control actions may be
appropriate when a packet loss is due to congestion, however, it can unnecessarily reduce throughput

if packet losses happen to be due to wireless transmission errors [1].

Past proposals for improving performance of TCP over wireless require some cooperation from
an intermediate node on the path from the sender to the receiver [1, 2, 3, 14]. For several practical
reasons [10], our interest is in mechanisms that impose minimal demands (if any) on any host other
than the sender or the receiver. Ideally, it would help if the sender could differentiate between
packet losses due to congestion from the packet losses due to wireless transmission errors. Once a
sender knows that the packet loss is due to congestion or due to transmission error, it can respond
appropriately. One possible approach to distinguish between the two types of packet losses is as

follows:

e Use a “loss predictor” that can guess whether a packet transmitted in the near future will be

lost due to congestion or transmission error.

e When a packet is lost: If the loss predictor predicted that the packet will be lost due to
congestion, conclude that the packet loss is indeed due to congestion. Otherwise, conclude that

the packet was lost due to transmission errors.

The obvious question now is how to design a loss predictor that can predict the cause of a future loss.
In this paper, we consider three loss predictors derived directly from previously proposed techniques
for congestion avoidance. The Congestion Avoidance Techniques (CATs) were proposed to determine

when it is appropriate to increase or decrease TCP congestion window [9, 5, 13]. In the basic TCP,



congestion window is decreased only when TCP sender determines that a packet has been lost.
Otherwise, the congestion window gradually increases whenever receipt of new data is acknowledged
by the receiver. The congestion avoidance techniques [9, 5, 13] monitor the level of congestion in the
network, and recommend when the congestion window should be increased or decreased. The basic
philosophy behind the design of these CATs is that, if the congestion level seems high or increasing,

then TCP congestion window size should be decreased, and vice versa.

The CATs in [9, 5, 13] use simple statistics on observed round-trip times (RTT) and/or ob-
served throughput of a TCP connection. An objective of this paper is to investigate the ability of loss
predictors, based on these CATs, to determine the cause of a packet loss. The paper also evaluates
how the loss predictors react to changes in several network parameters, such as link bandwidth and

packet loss rates.

Rest of this paper is organized as follows. Section 2 describes the three congestion avoidance
techniques (CATs) used in this paper. Section 3 describes how loss predictors are derived from the
CATs. Performance parameters of interest are defined in Section 4. Simulation model and simulation
results are discussed in Section 5. Conclusions are presented in Section 6. Section 7 present some

plots for other parameters.

2 Congestion Avoidance Techniques

To describe the congestion avoidance techniques (CATs), we first need to introduce some terminology

and notations.

2.1 Terminology and Notations

e Sender’s Congestion Window W: The congestion window determines the maximum amount of

unacknowledged data sent by the TCP sender.

e i-th monitored packet P;: At any time, one packet sent by the sender is monitored. For the i-th

monitored packet P;, we define three parameters below, to be used in implementing the CATs.

If a time-out occurs while waiting for the acknowledgement for a monitored packet, then the

round-trip time for that monitored packet is not used in our calculations.

The monitored packets are numbered sequentially starting from 1, excluding the packets which

time-out.

e Window size W, for the i-th monitored packet: W; is the amount of data transmitted (in-
cluding the monitored packet) during the interval from the time when the monitored packet is

transmitted, until when an acknowledgement for the monitored packet is received.



From the definition of congestion window, it follows that W, cannot exceed the congestion
window size. Often, W; is equal to the congestion window size at the time when the monitored
packet is transmitted. However, there are certain situations wherein W; may be smaller than

the congestion window.

e Round-trip time RTT; for i-th monitored packet : Round-trip time RTT,; for the i-th moni-
tored packet P, is the duration from the time when P; is transmitted, until the time when an

acknowledgement for P; is received by the sender.

e Throughput T; for the i-th monitored packet : For the i-th monitored packet F;, the window
size is W;, and round-trip time is RT'T;. In this case, throughput 7 is defined as T; = W;/RTT;.
This ratio represents the throughput observed during the RTT; round-trip interval for the i-th

monitored packet.

The congestion avoidance techniques considered here are motivated by the following expec-
tation of network behavior [9]. As illustrated in Figure 1, when network load is small, increasing
the load should result in a comparable increase in network throughput with only a small increase in
round-trip times (RTT). At some point, when the load is large enough, increasing the load further
should result in a smaller increase in throughput, and a larger increase in round-trip times (this
occurs at the “knee” of the load-throughput curve). If the load is increased further, at some point,

the network throughput should drop sharply, while round-trip times should become extremely large.

The three CATs considered in this paper are summarized below. The CATs are implicitly
based on the notion that there will be some response from the network to a congestion window size
change for a TCP connection. The CATs measure this response as a function of round-trip times
and/or throughput, and recommend reducing or increasing congestion window based on the observed

response.

2.2 Congestion Avoidance Technique 1

TCP-Vegas [5] requires a TCP sender to keep track of the BaseRTT, defined as the minimum of all
RTTs measured during the TCP connection. When acknowledgement for the ¢-th monitored packet

is received, the sender calculates the ezpected throughput as,

w;
Expected Throughput = BascRTT
The actual throughput T; (as defined earlier), is calculated as valfli"i' Then the difference D is calcu-
W; W;

lated as, D = expected throughput — actual throughput = Reference [5] expresses

BaseRTT — RIT;
this difference D in terms of extra packets in the network, by multiplying D by BaseRTT. We define
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Figure 1: Throughput and RTT versus network load [9]

fVegas as,

i i B TT
Jvegas = BaseRTT X D = BaseRTT X < W, W, > =W, < - ﬂ)

BaseRTT RTT; RTT;

[vegas is compared to two thresholds a and 3, where a < 8. If fyegas < «, then this
congestion avoidance technique suggests that the window size be increased. If fyegqs > 3, it suggests

that sender’s congestion window size be decreased.

2.3 Congestion Avoidance Technique 2

Wang and Crowecroft [13] proposed a congestion avoidance technique based on the Normalized Through-
put Gradient (fnra). To calculate fyrg, we need to define throughput gradient T'G; for the i-th

monitored packet P; as follows:
T, —Ti

TG; = L=l
W, —W;_1

This congestion avoidance technique evaluates the normalized throughput gradient fyrqg as TG; /TG4,
when acknowledgement for packet P; is received. T'G is defined as follows : TGy = (Th — To) /(W1 —
Wo) = 1/RTTy, as Wy = 1 packet, Wy = 0, Tp = 0 and 77 = W, /RTT) = 1/RTT;. Therefore,



fnre = %. Substituting above expression for T'G; and simplifying, we get

RTT, Ww; W;_1
Inte =

W; — W,_; \RTT; RTT; ,

If fnre < 1/2, then this congestion avoidance technique suggests that the congestion window size be

decreased, else it suggests that the window size be increased.

2.4 Congestion Avoidance Technique 3

Jain proposed a congestion avoidance technique based on Normalized Delay Gradient [9]. Our imple-
mentation of this heuristic evaluates fypg as follows, when acknowledgement for the i-th monitored

packet is received:
(RTTZ' — RTTi_l) (I/Vz + Wi—l)
(RTTZ' + RTTi_l) (I/Vz — Wi—l)

Inpe =

If fnpg > 0, this congestion avoidance technique suggests that congestion window size should be

decreased, otherwise it suggests that the window size be increased.

3 Loss Predictors

In this section, we describe how loss predictors are obtained using the CATs described above. In
general, whenever a CAT suggests that congestion window be decreased, the corresponding loss
predictor would predict that next packet loss will be due to congestion. The motivation behind our
definition of the loss predictors is as follows. A good congestion avoidance technique should suggest
that congestion window be increased only if congestion is not very likely to occur in the near future.
Thus, if a packet loss occurs when the congestion avoidance technique is recommending increasing
window size, it may be reasonable to assume that the loss is due to transmission errors (and vice
versa). Thus, our loss predictors rely on the expected ability of a congestion avoidance technique to

sense congestion in the network.

3.1 Loss predictor Vegas

Loss predictor Vegas is obtained using congestion avoidance technique 1 described in section 2.2.
Whenever acknowledgement for a monitored packet is received, the loss predictor calculates the
quantity named fyegqs, as defined in Section 2.2. If fyegqs > 1, then the cause of the next packet loss
will be assumed to be congestion; otherwise the cause will be assumed to be wireless transmission

€ITOTS.

Consider the scenario illustrated in Figure 2. In this illustration assume that, when acknowl-

edgement for the i-th monitored packet P; is received, fygqs is calculated as 0.8. Therefore, the next



packet loss will be assumed to be due to wireless errors. However, before a packet loss can occur,
acknowledgement for the (7 4 1)-th monitored packet P;y; arrives. At this time fyg4qs is evaluated
as 3.6, therefore, the next packet loss will be assumed to be due to congestion. Now, a packet loss
occurs before the acknowledgement for another monitored packet arrives. This packet loss is assumed
to be due to congestion, as implied by the latest value of fyeges = 3.6. Thus, the loss predictor
could potentially change its prediction of the next packet loss one or more times before a packet loss
actually occurs — the latest prediction will be used by the TCP sender to guess the cause of the packet

loss. This also holds true for the two loss predictors described below.

fVegas = °8 fegas = 3 loss

ke (i) ack (i+1)

Figure 2: Using a loss predictor

3.2 Loss predictor NTG

Loss predictor NTG is obtained using congestion avoidance technique 2 described in Section 2.3.
Whenever acknowledgement for a monitored packet is received, the loss predictor calculates the
quantity named fyrg, as defined in Section 2.3. If fyrg < 1/2, then the cause of next packet loss
will be assumed to be congestion; otherwise the cause will be assumed to be wireless transmission

€ITOTS.

3.3 Loss predictor NDG

Loss predictor N DG is obtained using the congestion avoidance technique 3 described in Section 2.4.
Whenever acknowledgement for a monitored packet is received, the loss predictor calculates the
quantity named fypg, as defined in Section 2.4. If fxypg > 0, then the cause of next packet loss will

be assumed to be congestion; otherwise the cause will be assumed to be wireless transmission errors.

4 Performance Metrics

To characterize the ability to distinguish congestion losses from wireless transmission error losses, we

define four metrics for each loss predictor.

e Frequency of Congestion Loss Prediction FCP: FCP is obtained by dividing the number of
times the loss predictor predicts that the next loss will be due to congestion, by the total

number of times the predictor (i.e., value fyegqas, fNTG O fNDG) is evaluated during the TCP



connection. Note that the total number of times the predictor is evaluated is equal to the

number of times acknowledgement for a monitored packet is received.

For instance, assume that the loss predictor was evaluated 100 times during a TCP connection.
If the number of times it predicts congestion loss is 20, then FC'P = 20/100 = 0.20 (or 20%).

o Frequency of Wireless Loss Prediction FW P: FWP is obtained by dividing the number of
times the loss predictor predicts that the next loss will be due to wireless transmission error, by

the total number of times the predictor (i.e., value fyeges, fNTG O fNDG) is evaluated during
the TCP connection. It follows that FWP =1 - FCP.

e Accuracy of Congestion Loss Prediction A.: A, is the fraction of packet losses due to congestion
that are correctly diagnosed. A congestion loss is correctly diagnosed if the latest prediction

before this loss was a congestion loss.

For instance, assume that 80 packets were lost due to congestion during a TCP transfer. If
the latest prediction made by the predictor before 60 of these packet losses was congestion loss,

then, A, = 60/80 = 0.75 (or 75%).

e Accuracy of Wireless Loss Prediction A,: A, is the fraction of packet losses due to wireless

transmission error losses that are correctly diagnosed.

For instance, assume that 50 packets were lost due to transmission error during a TCP transfer.
If the last prediction made by the predictor before 40 of these packet losses was wireless loss,

then, A, = 40/50 = 0.80 (or 80%).

Now, consider a “random coin tossing” loss predictor that uses probabilistic coin tossing to determine
whether to predict congestion loss or wireless loss. Suppose that it predicts that next packet loss will
be congestion loss with probability p. Clearly, in this case, FCP = p and FWP =1 — p. Also, as
the prediction made by the predictor is independent of network conditions, in this case, A, = p and
A, =1 — p. Thus, a simple coin tossing scheme can yield A, = FCP =pand A, = FWP=1-p
for any desired value of p. Choosing high p will result in high A., but low A,,, and vice versa.

5 Simulations
5.1 Simulation Model and Methodology

We use the network simulator ns-2 (version 2.1bl) [12] from Berkeley. The system model used for
simulations is illustrated in Figure 3. This model is simple, yet serves our purpose. We have a TCP
connection from a source C'S to a sink CK. We use the Reno agent from ns-2 for the TCP connection.
This connection shares the link R; «— R, with a cross traffic issued by a Traf fic/Ezpoo [12] agent
from RS to sink RK. The Traf fic/ Ezpoo agent from ns-2 [12] is a constant-bit rate (CBR) source



with idle time and busy time exponentially distributed with mean 0.1 s. UDP is the transport protocol

used for this source.

All the links in Figure 3 are labeled with a (bandwidth, propagation delay) pair. Note that
propagation delay does not include transmission time or queueing delays. For a wireless link, prop-
agation delay is the time required to travel the link’s length at the speed of light. For a wired
link, propagation delay is the time required for electrons to travel the length of the link. The links
Ry «+— CK and Ry «— RK are assumed to have a short length, thus having a negligible propa-
gation delay. In our simulations, this propagation delay is assumed to be 0. The link Ry — CK
is a wireless link with transmission loss rate r,, (i.e, fraction r,, packets are lost due to transmission
errors). All other links are error-free. We simulate the network with different values for bandwidth
bw and delay § (please refer Figure 3). In different simulations, bw takes the values 100 Kbits/s, 500
Kbits/s, 1000 Kbits/s, 1500 Kbits/s and 2 Mbits/s, and § takes values 3 ms, 5 ms, 8 ms, 13 ms, 18

ms, 23 ms, 38 ms, 50 ms, and 75 ms.

Router R; has an output queue (towards R3) whose size is limited to ¢s packets. ¢gs takes the
values 5, 10,0r 15 in our simulations. All other queues at the two routers are unbounded (infinite).

Obviously, the potential bottleneck here is the link By — R».
CS: Controlled Source CK :sink for CS

bw,d bw, 0 ms
"Wirelesslink"
bw, & Router Router bw. Oms
bw, & '
le RZ
as bw, &
bw, Oms
bw,0
RS : Random Source RK : Sink for RS

Figure 3: ns network topology

Let T, denote the round-trip propagation delay for the TCP connection (i.e., from CS to CK
and back to CS). Then, with the values of § used in our simulations, T, varies in the range 12 ms to

300 ms.

We denote the congestion loss rate for the TCP connection as r.. 7. is measured as a fraction
(or percentage) of packets lost due to congestion. In our simulations, for each set of parameters (T},
bw, gs), the rate of the constant-bit rate source RS (Traf fic/ Ezpoo agent) is adjusted to produce
a desired value of r.. Then, we make 10 additional TCP transfers, which last between 200 and 4000
seconds depending on bw, and collect statistics. Each transfer starts after a random warm-up period

larger that 100 seconds.



For the measurements, we monitor one packet per window : we log its round trip time (RT'T;)
and the number of packets (IV;) sent between its transmission and its acknowledgement. The conges-
tion window size is limited to 32 packets. From the logged information, we can compute the values
[vegas, fNTG, and fnpg, as defined in section 2. Note that the three values are computed from
the same set of logged data. Using these values, the performance metrics (FCP, FWP, A, and
A,) for the loss predictors can be determined. For the ten transfers, the standard deviation on the

performance metrics for each loss predictor is less than 0.05.

For each loss predictor, we perform 4 sets of experiments. In each set, one of the four param-
eters, namely, T), (or d), bw, ¢gs and 7, is varied, while the other three parameters are held constant.
Thus, each set of experiments helps us to determine the variations in FCP, A.,, FWP, and A, as a

function of each of the four parameters. The following values for the parameters are used:

e Extensive simulations were done with r,, = 1%, 3% and 5%. The results are similar for these

values, therefore, in this paper, we only present the results for r,, = 1%.

e Congestion loss rate (r.) from 1% to 10% (congestion loss rate specifies the fraction of packets
lost by the TCP connection at router R;)
When r. is held constant for some plots presented in this paper, we hold it constant at 3%,
because the trends observed are representative of what we observed for other r. values.

e Round-trip propagation time 7}, in the range 10 ms to 300 ms. Note that T}, does not include
the queueing and transmission delays.

When T}, is held constant for some plots presented here, we hold it constant at 32 ms because

it represents a typical value of round trip propagation time on WANSs.

e Bandwidth bw from 100 Kbits/s to 2 Mbits/s.
When bw is held constant for some plots presented in this paper, we hold it at 1.5 Mbits/s (T1
bandwidth).

e Queue size limit ¢s at router R; from 5 to 15 packets (packet size is 1000 bytes).

When g¢s is held constant for some plots in this paper, we hold it at gs = 5 because the trends

are similar for the other values of gs.

5.2 Simulation Results

Objective of our simulation experiments was two-fold: (a) determine the magnitudes of frequencies
(FCP and FWP) and accuracies (A, and A,,) achieved using the loss predictors, and (b) determine
the variations in these metrics as a function of network parameters (such as bw and r.). The simulation

results are summarized below. We present graphs showing only some of our simulation results.

10



However, the conclusions reported here are drawn from a larger set of simulations. More plots can

be found in the appendices for Vegas, NTG and Jain in Section 7.

5.2.1 Loss Predictor Vegas

In this section, we summarize our observations for the loss predictor Vegas, and attempt to provide
intuitive (or mathematical) explanations. First we discuss variation trends for FFC'P, and then the

trends for A, and A,. As FWP =1 — FCP, we do not separately discuss trends for FW P.

Recall that if fyegqs > 1, then the Vegas predictor predicts congestion losses. The probability
that fyegas Will be greater than 1 decreases if fyegqs decreases. Thus, if fyegqs decreases, FCP for

the predictor will decrease. This relationship will be used in our explanations below.

Variations in Frequency of Congestion Loss Prediction FCP

e FFCP for Vegas predictor decreases when T}, is increased, while holding bw, g¢s, r. and 7,
constant. Refer Figure 4(a) for an illustration. In Figure 4(a), the horizontal axis corresponds
to Tp — the values listed in the parenthesis along the horizontal axis are held constant for all

simulations reported in this figure.

This observation is supported by a simple mathematical analysis. Note that RTT; can be
expressed as RTT; = T, +t;, where t; is a random variable depending on the transmission time,
the queueing delay and the processing time for the monitored packet. Similarly, Base RTT can
be expressed as BaseRTT = T, + tBase Where tp,se is a random variable similar to ¢; with

tBase < t; (BaseRTT is the smallest round trip time experienced by the connection.) Then,

T t ase 5 V ase— 1’ . .
fVegas = Wz (1 — %). ThllS, (J%’GS) - Wz <%> Whllea n genera'la t; Z tBasea

typically we have t; > tpqse. Therefore, %}f“—s) is usually negative. This means that the value

of fvegas decreases when T, is increased. Therefore, as T}, increases, FCP for Vegas predictor

should decrease.

e FFCP decreases when bw is increased, keeping Tj, g¢s, 7., and r,, constant, as illustrated in
Figure 4(b).
Similar to the above derivation, we provide a mathematical explanation for this observation.

Let us express RTT; as RTT; = BaseRTT + dq; where dg; is the extra queueing delay for the

i-th monitored packet, as compared to BaseRTT (assuming that the round trip time variation

is due only to the queueing delays). Thus, fyegas = Wi X (1 — %)

i 3(fvegas :
Since M — ( W; BaseRTT

o m) > 0, the value fy.gqs increases with increasing queueing
1 1

delay dg;. ;From queueing theory, it follows that, queueing delay variations decrease when

11
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Figure 4: Effect of the propagation time 7}, and the bandwidth bw

the service rate increases, i.e., in this case, when bw increases. Therefore, when bandwidth
bw is increased, queueing delay dg will decrease, and consequently fy.gqs Will decrease (as

J(fVegas)

S 0). Finally, when fygqs decreases, the FCP for the Vegas predictor also decreases.

e FCP increases when g¢s is increased, keeping bw, T}, r. and 7, constant, as illustrated in

Figure 5(a).

As gs increases, with the congestion loss rate . held constant !, the average queueing delay
variations increase. We showed above that the value fyg4,s increases with larger queueing
delays variations. Therefore, fyegqs increases with increasing gs. Thus, FC'P will increase with

increasing g¢s.

e FCP decreases when 7. is increased, keeping bw, T}, g¢s, and r, constant, as illustrated in
Figure 5(b).
It is somewhat counter-intuitive that FC'P decreases with increasing congestion loss rate.

Note that, 5{;’% =1- %@?T. While, in general, BaseRTT < RTT;, typically we have

BaseRTT < RTT;, therefore, HTVI;’I“—S is typically positive. Thus, if W; decreases, then fyegas
will also decrease. Now, note that, as r. increases, the average congestion window size, and
thus W;, decreases. Therefore, with increasing 7., fyvegqs Will decrease, consequently, the FCP

for the Vegas predictor will also decrease.

'Recall that the congestion loss rate is held constant by choosing appropriate rate for the cross traffic from RS to

RK

12
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Figure 5: Effect of the queue size ¢s and the congestion loss rate 7,
Accuracy of Congestion Loss Prediction A, for Vegas predictor

Accuracy of congestion loss prediction A, usually follows FFC'P’s trends. Typically, A, is higher than
FCP. The difference between A. and FCP is significant with certain parameter values (for instance,
small T}, (< 32 ms), low congestion loss rate (1-2%) and small queue size (g, = 5) packets). Thus, for
congestion loss prediction, the Vegas predictor is capable of performing better than a random coin

tossing predictor under certain circumstances (as discussed in Section 3, for the random predictor

FCP = A,).

The absolute value of A, varies a lot depending on the network parameters. Accuracy A, in the
range of 0.5 to 0.8 was observed in a large number of cases. As noted in the previous section, Vegas
predictor (and, also the other loss predictors) determine their predictions based on the network’s re-
sponse to congestion window size change for the TCP connection. Typically, a single TCP connection
constitutes a small fraction of the total network traffic. Thus, the observed network response also
depends on other traffic, and not just on window size changes for a single TCP connection. Therefore,
accuracy of congestion loss prediction tends to be poorer than one may expect. (This same reason

causes other predictors to perform below expectation as well.)

Whenever sender mistakes a congestion loss as a transmission error loss, it would not take
congestion control actions. Therefore, low A, may be detrimental to overall network performance.

Thus, design of loss predictors that can consistently yield high A, is of interest.

Accuracy of Wireless Loss Prediction A, for Vegas Predictor

Wireless transmission losses occur independently of the network conditions. Therefore, it is not rea-

sonable to expect RTT and throughput estimates to yield any indication of an impending transmission

13



loss. However, such estimates may provide an indication of an impending congestion loss. Therefore,
in our loss predictors, a lack of an indication of congestion loss is used as an “indication” of a wireless
loss. Therefore, A,, (and FW P) follow trends that are opposite of A. and FCP (that is, when A.

increases, A,, decreases).

The Vegas predictor does not perform very well at diagnosing wireless losses, when compared to
arandom coin tossing predictor. In general, A,, < FW P for the Vegas predictor, whereas A,, = FWP

for a random predictor.

It is important to emphasize that a good loss predictor needs to be able to diagnose both types
of packet losses reasonably well. Ideally, we would like to have high A. and A,, both. However, if
a compromise is to be made, a high A, and moderate A,, may be acceptable. Low or moderate A,
may often result in erroneously identifying wireless losses as congestion losses. This would affect per-
formance of the TCP connection using this loss predictor, but it cannot adversely affect performance

of other network traffic (unlike a low A.).

5.2.2 Loss Predictor NTG

This section presents the observations from simulation results obtained for the NTG predictor. Recall

that, if fxre < %, then the NTG predictor predicts congestion. Therefore, as fy7g increases, FC'P

decreases. This relationship will be used in the explanations below.
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Figure 6: Effect of the propagation time 7}, and the bandwidth bw

Variations in Frequency of Congestion Loss Prediction FCP

e FCP decreases when T}, is increased, while holding bw, ¢s, r., and r,, constant. Refer Figure 6(a)

for an illustration.
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To support this observation, we show that fyrg is increasing with increasing 7,,. We can write
RTT; 1 = Tp+ d;—1 and RTT; = Tp + d; where d;_; and d; are positive random variables
depending on the transmission time, the queueing delays and the processing time for -th and

i+ 1-th monitored packets. We can then rewrite fyrg as :

(1)

Tp + d1 W, W1
Inte =

Wi — Wit \Tp+di  Tp+dio

Now note that, since we are using TCP-Reno in our simulations, most of the time the TCP con-

nection is in congestion avoidance phase. Therefore, very often, W; — W;_; = 1 packet. Assum-

Tp-l—dl Tp-l—dl ) > l
Tp+di ? Tp+di—1 -

ing this, it can be shown that, if d;_; > d; then fyrg > %, provided maz( 5

Tp-l—dl Tp-l—dl 1 . . .
Totd, Tp+di_1) > 3 means that the round-trip time for any monitored

The condition maz(
packet is less than twice the round trip time for the first packet. This is in general true, unless
the propagation time is very small and the queueing delay variations very large. In conclusion,

if d;_1 > d; then NTG predictor will typically not predict congestion.

Now,

dfnte T+ di ( Wi_1 W; )-I—( W; Wi_1 )

6T,  Wi—Wiis \(Tp+di1)? (Tp+d;)? Tp+d; Tp+di,

As noted before, typically W; — W;_; > 0. It can be shown that, if d;_; < d;, J{SIHG >0

provided that (T, + d1)? > (di—1 — d1).(d; — d1). This last condition means that the variations
in the delays should not exceed the absolute value of the first round trip time, which is in general
true. Therefore, fxTq typically increases with increasing propagation time 7,,. Therefore, FC P

decreases when T}, increases.

FCP decreases when bw is increased, keeping T}, ¢s, 7., and 7, constant, as illustrated in
Figure 6(b).

Similar to the above derivation, we provide a mathematical explanation for this observation.
We can express RTT; as RTT; = RTT;_1 + d, where d, is the difference in the queueing delay
between the two monitored packets P; and P;,_;. Note that d; can be positive or negative.

fnTG becomes then :

RTTy W; W1
fNTe = -
W, — W;_1 RTT; {+ dq RTT; 4
Then, J{SJHG = —(Wi_Wiffl(I:VIjTi+dq)2. As, for TCP-Reno, typically W; > W;_;, we have

5’}\’# < 0. Thus, fyrg decreases with increasing d,. Therefore, FCP increases when d,
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increases, and vice-versa. Now, d, decreases when the bandwidth bw increases (because queueing
delay magnitudes and variations decrease when service rate increases). Hence, FC P decreases

when bw increases.

e FCP increases when gs is increased, keeping bw, T, and r. constant, as illustrated in Figure 7(a).

For a constant loss rate, as ¢s increases, the amount of random source’s traffic in the queue
ahead of a TCP packet can increase. Therefore, queueing delay variation for TCP packets is
larger. We showed above that fyrg decreases with increasing queueing delay variations. Thus,

FCP increases with increasing ¢s.
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(a) FCP, A., FWP, and A, versus ¢s (b) FCP, A., FWP, and A, versus 7.

Figure 7: Effect of the queue size ¢s and the loss rate r,.

e FCP does not exhibit any trend when r. is increased, keeping bw, T}, 7, and gs constant, as

illustrated in Figure 7(b).

As for the Vegas predictor, the trend of FC'P for NTG predictor when congestion loss rate r,
is varied is related to the average congestion window size. However, unlike Vegas predictor, in
this case, the sign of ‘S{SNTTIG depends on the sign of RTT; — RTT;_ . Now, RTT; and RTT; 4
correspond to window size W; and W;_,, where typically W; > W;_;. When bandwidth bw
is not small, the RTT is essentially independent of the window size. Therefore, the sign of
RTT; — RTT;_; does not depend of the window size. This, in turn, implies that the fyrg is

independent of W; and loss rate r., when bw is high.

Accuracy of Congestion Loss Prediction A, for NTG Predictor

Accuracy of congestion loss prediction A, follows closely FC'P in most cases. In general, for NTG,

A, tends to be smaller and closer to FFC' P, as compared to the case of Vegas predictor. Thus, NTG
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behaves more like a random coin tossing predictor — this implies that N7T'G is unable to capture the

indications of an impending congestion (if it exists) from the RTT or throughput statistics. Based

on our simulations, it appears that NT'G is a poor loss predictor.

Accuracy of Wireless Loss Prediction 4, for NTG Predictor

A, trends for NT'G are similar to those for the Vegas predictor, except that A,, follows FW P much

more closely for NT'G. This confirms that NT'G performs similar to a random coin tossing predictor.

5.3 Loss Predictor NDG

Recall that if fypg is positive then the NDG predictor predicts congestion. Also, in our simulations,

the agent T'CP-Reno uses the Jacobson congestion avoidance algorithms. Thus, often W;_; < W;
and the sign of fype depends only on the sign of (RTT; — RTT;_1).

Variations in Frequency of Congestion Loss Prediction FCP
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Figure 8: Effect of the propagation time 7}, and the bandwidth bw

The simulation results indicate that FCP, A., FWP and A,, for the NDG predictor do not

show any trends (increasing or decreasing) as a function of the four parameters T, bw, ¢s and r..

Now we attempt to provide intuitive explanation for this.

e Variation of FCP when T, is increased, while holding bw, ¢s, r. and r, constant. Refer

Figure 8(a) for an illustration.
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We can write RTT; as RTT; = T, 4 t; where t; is a random variable. Therefore, the sign of
(RTT; — RTT;_,) is the sign of (¢; — t;_1), independent of T),. Thus, FCP does not depend on
Tp.

T T T T T T T T T
tr FCP(NDG) — 1| 1r FCP(NDG) — 1|
Ac(NDG) -o-- Ac(NDG) -o--
FWP(NDG) -+-- FWP(NDG) -+--_|
"""""""""""""""""""""""""""""" oo AWNDG) B e T A (NDG)
0.8 |- T 3 08 F k.
p d B iz} & iz} B 5| & 8 =
0.6 - 4 0.6 | J
0.4 ! 0.4 ]
777777777777777777777777 o S .
f~ T - PS—— ~ o
S e
S _
0.2 E 0.2 ¥
0 1 0 1 1 1 1 1 1 1 1

5 10 15 1 2 3 4 5 6 7 8 9 10
gs(pkts) (bw=1500 Kbits/s Tp=32 ms rc=3% rw=1%) rc(%) (bw=1500 Kbits/s Tp=32 ms qgs=5 pkts)
(a) FCP, A., FWP, and A, versus ¢s (b) FCP, A., FWP, and A, versus 7.

Figure 9: Effect of the queue size ¢s and the loss rate r,

e Variation of FCP when bw is increased, while holding T}, ¢s, r. and r, constant. Refer

Figure 8(b) for an illustration.

When bandwidth bw is small, a larger window size typically results in a greater round-trip time.
However, at higher bandwidths the round-trip time tends to be independent of the window size.
Therefore, with low bandwidth bw, it is more likely that an increase in congestion window size
induces a larger round trip time. In this case fypg > 0. In short, when bw is low, NDG will
predict congestion loss more often. Therefore, at low bandwidths, FCP decreases when bw
increases. On the other hand, when bw is reasonably high, FC' P becomes independent of bw.

In Figure 8(b), FC'P decreases slightly initially, but is essentially constant for larger bw.

e Variation of FC'P when g¢s is increased, while holding T}, bw, 7., and 7, constant. Refer

Figure 9(a) for an illustration.

Queue size gs has an impact on the magnitude of queueing delays. Since fypg depends on the
sign of difference between queueing delays for different packets, but not on the magnitude of

the difference, fypa is independent of ¢s.
e Variation of FC'P when r. is increased, while holding T}, bw, r,, and ¢s constant. Refer
Figure 9(b) for an illustration.

The congestion loss rate affects size of the TCP congestion window. Although fypg depends
on the difference W; —W;_1, it does not depend on the absolute values of the congestion window

size. So, FFIC'P is independent of the loss rate.
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Accuracies A, and A, for NDG Predictor

A, curves usually tracks FFCP curves, and A, curves closely follows FWP curves. A, and FCP
values for N DG is typically smaller than the Vegas loss predictor. The difference A, — FCP is
somewhat larger than that for NT'G, therefore, N DG is less like a random predictor than NTG.

6 Discussion and Conclusion

Simulation results indicate that, the loss predictors cannot always perform better than a random coin
predictor. Under some network conditions, Vegas is able to perform better than a random predictor,
when A, is considered. In general, our results suggest that Vegas is a better loss predictor than
NDG and NTG. However, all the three predictors do perform like a random predictor under some

circumstances.

Having observed that, the three loss predictors often perform similar to a random coin tossing
predictor, it is useful to provide an intuitive explanation of this result. A predictor will accurately
diagnose congestion losses only if the following qualitative conditions are fulfilled: (a) Congestion
losses are preceded by a “long” queue build-up at some router, (b) A queue build-up typically results
in congestion losses, and (c) The loss predictor correctly senses “serious” queue build-up. Condition
(a) means that the interval of time between the instant when a router queue starts to build up and the
instant when the queue overflows must be long enough. Otherwise, congestion losses will occur before
the predictor has a chance to detect congestion. To fulfill condition (a), favorable values of network
parameters are as follows: round-trip time small, router queue size large, and input bandwidth to
the bottleneck small. Condition (b) above will tend to be satisfied if queue size is small. We can see

that conditions (a) and (b) have contradictory requirements on the queue size.

As noted earlier, the three predictors are designed based on the congestion avoidance tech-
niques. These congestion avoidance techniques are motivated by the expectation that a variation in
the congestion window size will result in a “response” from the network which reflects the true state of
the network. Unfortunately, the traffic of one connection is, in general, a small fraction of the overall
traffic. Therefore, the network response is often independent of one TCP connection’s action. This
suggests that the three predictors cannot correctly detect queue build-up, and hence cannot diagnose
congestion losses accurately. Incidentally, based on a very different type of experiment, Bolot [4]
has observed that congestion losses appear to be random. We believe that our experiments support
Bolot’s observation, and provide additional insight into packet losses due to congestion and wireless

€ITOTS.

We must also note that the three congestion avoidance techniques were not designed as “loss
predictors”. These congestion avoidance techniques were designed to let the sender operate at the

knee of the throughput-delay curve [9]. While it is not a surprise that these predictors are unable to
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perfectly diagnose cause of packet losses, it is indeed a surprise that they often behave similar to a

random coin tossing predictor.

Based on the results obtained for Vegas, it appears that round trip and throughput statistics
hold some information that correlates to the cause of packet losses. However, it is not yet clear if

there is sufficient correlation to develop loss predictors that can yield high A, and A, both.

Future work on this topic would investigate design of better loss predictors. The loss predictors
presented in this paper are sender-based in that the TCP sender attempts to distinguish between the
type of packet losses. At present, we are also studying a receiver-based technique. This technique,
implemented at the receiver, uses statistics on the inter-arrival times of the packets. Preliminary
results show that this technique is particularly efficient if the last link on the TCP path is wireless,
and has a low bandwidth.
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7 Appendix

We present in this section some plots for Vegas, NTG and N DG. For each predictor, we plot FCP,
A., FWP and A, with congestion error losses 1%, 3% and 5%.
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Figure 10: FCP, A,, FW P, and A,, versus T},
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