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1 IntroductionTCP is a popular protocol for reliable data delivery in the internet. TCP is robust in that it canadapt to disparate network conditions [8]. TCP uses congestion control mechanisms to recover fromcongestion that may occur in the network. When a packet loss occurs, TCP sender assumes thatcongestion has occurred in the network, and drastically reduces its congestion window. Reducingcongestion window temporarily reduces the number of packets sent by the sender, and reduces thethroughput. The congestion window can grow again gradually, until another packet loss occurs.TCP makes the implicit assumption that all packet losses are due to congestion. This as-sumption is not accurate when a TCP connection traverses a wireless link. In this case, a signi�cantfraction of packet losses may be due to transmission errors.Due to increasing acceptance of wireless networking technology, there is considerable interestin using TCP over wireless links [11, 2, 6, 3, 2, 1, 7]. Previous work has shown that, unless the TCPprotocol is modi�ed, it performs poorly on paths that include a wireless link subject to transmissionerrors. The reason for this is that a TCP sender activates congestion control mechanisms [8] evenif a packet loss is due to wireless transmission errors. Taking congestion control actions may beappropriate when a packet loss is due to congestion, however, it can unnecessarily reduce throughputif packet losses happen to be due to wireless transmission errors [1].Past proposals for improving performance of TCP over wireless require some cooperation froman intermediate node on the path from the sender to the receiver [1, 2, 3, 14]. For several practicalreasons [10], our interest is in mechanisms that impose minimal demands (if any) on any host otherthan the sender or the receiver. Ideally, it would help if the sender could di�erentiate betweenpacket losses due to congestion from the packet losses due to wireless transmission errors. Once asender knows that the packet loss is due to congestion or due to transmission error, it can respondappropriately. One possible approach to distinguish between the two types of packet losses is asfollows:� Use a \loss predictor" that can guess whether a packet transmitted in the near future will belost due to congestion or transmission error.� When a packet is lost: If the loss predictor predicted that the packet will be lost due tocongestion, conclude that the packet loss is indeed due to congestion. Otherwise, conclude thatthe packet was lost due to transmission errors.The obvious question now is how to design a loss predictor that can predict the cause of a future loss.In this paper, we consider three loss predictors derived directly from previously proposed techniquesfor congestion avoidance. The Congestion Avoidance Techniques (CATs) were proposed to determinewhen it is appropriate to increase or decrease TCP congestion window [9, 5, 13]. In the basic TCP,2



congestion window is decreased only when TCP sender determines that a packet has been lost.Otherwise, the congestion window gradually increases whenever receipt of new data is acknowledgedby the receiver. The congestion avoidance techniques [9, 5, 13] monitor the level of congestion in thenetwork, and recommend when the congestion window should be increased or decreased. The basicphilosophy behind the design of these CATs is that, if the congestion level seems high or increasing,then TCP congestion window size should be decreased, and vice versa.The CATs in [9, 5, 13] use simple statistics on observed round-trip times (RTT) and/or ob-served throughput of a TCP connection. An objective of this paper is to investigate the ability of losspredictors, based on these CATs, to determine the cause of a packet loss. The paper also evaluateshow the loss predictors react to changes in several network parameters, such as link bandwidth andpacket loss rates.Rest of this paper is organized as follows. Section 2 describes the three congestion avoidancetechniques (CATs) used in this paper. Section 3 describes how loss predictors are derived from theCATs. Performance parameters of interest are de�ned in Section 4. Simulation model and simulationresults are discussed in Section 5. Conclusions are presented in Section 6. Section 7 present someplots for other parameters.2 Congestion Avoidance TechniquesTo describe the congestion avoidance techniques (CATs), we �rst need to introduce some terminologyand notations.2.1 Terminology and Notations� Sender's Congestion Window W : The congestion window determines the maximum amount ofunacknowledged data sent by the TCP sender.� i-th monitored packet Pi: At any time, one packet sent by the sender is monitored. For the i-thmonitored packet Pi, we de�ne three parameters below, to be used in implementing the CATs.If a time-out occurs while waiting for the acknowledgement for a monitored packet, then theround-trip time for that monitored packet is not used in our calculations.The monitored packets are numbered sequentially starting from 1, excluding the packets whichtime-out.� Window size Wi for the i-th monitored packet: Wi is the amount of data transmitted (in-cluding the monitored packet) during the interval from the time when the monitored packet istransmitted, until when an acknowledgement for the monitored packet is received.3



From the de�nition of congestion window, it follows that Wi cannot exceed the congestionwindow size. Often, Wi is equal to the congestion window size at the time when the monitoredpacket is transmitted. However, there are certain situations wherein Wi may be smaller thanthe congestion window.� Round-trip time RTTi for i-th monitored packet : Round-trip time RTTi for the i-th moni-tored packet Pi is the duration from the time when Pi is transmitted, until the time when anacknowledgement for Pi is received by the sender.� Throughput Ti for the i-th monitored packet : For the i-th monitored packet Pi, the windowsize isWi, and round-trip time is RTTi. In this case, throughput Ti is de�ned as Ti = Wi=RTTi.This ratio represents the throughput observed during the RTTi round-trip interval for the i-thmonitored packet.The congestion avoidance techniques considered here are motivated by the following expec-tation of network behavior [9]. As illustrated in Figure 1, when network load is small, increasingthe load should result in a comparable increase in network throughput with only a small increase inround-trip times (RTT). At some point, when the load is large enough, increasing the load furthershould result in a smaller increase in throughput, and a larger increase in round-trip times (thisoccurs at the \knee" of the load-throughput curve). If the load is increased further, at some point,the network throughput should drop sharply, while round-trip times should become extremely large.The three CATs considered in this paper are summarized below. The CATs are implicitlybased on the notion that there will be some response from the network to a congestion window sizechange for a TCP connection. The CATs measure this response as a function of round-trip timesand/or throughput, and recommend reducing or increasing congestion window based on the observedresponse.2.2 Congestion Avoidance Technique 1TCP-Vegas [5] requires a TCP sender to keep track of the BaseRTT , de�ned as the minimum of allRTT s measured during the TCP connection. When acknowledgement for the i-th monitored packetis received, the sender calculates the expected throughput as,Expected Throughput = WiBaseRTTThe actual throughput Ti (as de�ned earlier), is calculated as WiRTTi . Then the di�erence D is calcu-lated as, D = expected throughput � actual throughput = WiBaseRTT � WiRTTi : Reference [5] expressesthis di�erence D in terms of extra packets in the network, by multiplyingD by BaseRTT . We de�ne4
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Figure 1: Throughput and RTT versus network load [9]fV egas as,fV egas = BaseRTT �D = BaseRTT � � WiBaseRTT � WiRTTi� = Wi �1� BaseRTTRTTi �fV egas is compared to two thresholds � and �, where � < �. If fV egas < �, then thiscongestion avoidance technique suggests that the window size be increased. If fV egas > �, it suggeststhat sender's congestion window size be decreased.2.3 Congestion Avoidance Technique 2Wang and Crowcroft [13] proposed a congestion avoidance technique based on theNormalized Through-put Gradient (fNTG). To calculate fNTG, we need to de�ne throughput gradient TGi for the i-thmonitored packet Pi as follows: TGi = Ti � Ti�1Wi �Wi�1This congestion avoidance technique evaluates the normalized throughput gradient fNTG as TGi=TG1,when acknowledgement for packet Pi is received. TG1 is de�ned as follows : TG1 = (T1�T0)=(W1�W0) = 1=RTT1, as W1 = 1 packet, W0 = 0, T0 = 0 and T1 = W1=RTT1 = 1=RTT1. Therefore,5



fNTG = TGi1=RTT1 . Substituting above expression for TGi and simplifying, we getfNTG = RTT1Wi �Wi�1 � WiRTTi � Wi�1RTTi�1�If fNTG < 1=2, then this congestion avoidance technique suggests that the congestion window size bedecreased, else it suggests that the window size be increased.2.4 Congestion Avoidance Technique 3Jain proposed a congestion avoidance technique based on Normalized Delay Gradient [9]. Our imple-mentation of this heuristic evaluates fNDG as follows, when acknowledgement for the i-th monitoredpacket is received: fNDG = (RTTi � RTTi�1)(RTTi + RTTi�1) (Wi +Wi�1)(Wi �Wi�1)If fNDG > 0, this congestion avoidance technique suggests that congestion window size should bedecreased, otherwise it suggests that the window size be increased.3 Loss PredictorsIn this section, we describe how loss predictors are obtained using the CATs described above. Ingeneral, whenever a CAT suggests that congestion window be decreased, the corresponding losspredictor would predict that next packet loss will be due to congestion. The motivation behind ourde�nition of the loss predictors is as follows. A good congestion avoidance technique should suggestthat congestion window be increased only if congestion is not very likely to occur in the near future.Thus, if a packet loss occurs when the congestion avoidance technique is recommending increasingwindow size, it may be reasonable to assume that the loss is due to transmission errors (and viceversa). Thus, our loss predictors rely on the expected ability of a congestion avoidance technique tosense congestion in the network.3.1 Loss predictor VegasLoss predictor Vegas is obtained using congestion avoidance technique 1 described in section 2.2.Whenever acknowledgement for a monitored packet is received, the loss predictor calculates thequantity named fV egas, as de�ned in Section 2.2. If fV egas > 1, then the cause of the next packet losswill be assumed to be congestion; otherwise the cause will be assumed to be wireless transmissionerrors. Consider the scenario illustrated in Figure 2. In this illustration assume that, when acknowl-edgement for the i-th monitored packet Pi is received, fV egas is calculated as 0.8. Therefore, the next6



packet loss will be assumed to be due to wireless errors. However, before a packet loss can occur,acknowledgement for the (i + 1)-th monitored packet Pi+1 arrives. At this time fV egas is evaluatedas 3.6, therefore, the next packet loss will be assumed to be due to congestion. Now, a packet lossoccurs before the acknowledgement for another monitored packet arrives. This packet loss is assumedto be due to congestion, as implied by the latest value of fV egas = 3:6. Thus, the loss predictorcould potentially change its prediction of the next packet loss one or more times before a packet lossactually occurs { the latest prediction will be used by the TCP sender to guess the cause of the packetloss. This also holds true for the two loss predictors described below.
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f            = 3.6Figure 2: Using a loss predictor3.2 Loss predictor NTGLoss predictor NTG is obtained using congestion avoidance technique 2 described in Section 2.3.Whenever acknowledgement for a monitored packet is received, the loss predictor calculates thequantity named fNTG, as de�ned in Section 2.3. If fNTG < 1=2, then the cause of next packet losswill be assumed to be congestion; otherwise the cause will be assumed to be wireless transmissionerrors.3.3 Loss predictor NDGLoss predictor NDG is obtained using the congestion avoidance technique 3 described in Section 2.4.Whenever acknowledgement for a monitored packet is received, the loss predictor calculates thequantity named fNDG, as de�ned in Section 2.4. If fNDG > 0, then the cause of next packet loss willbe assumed to be congestion; otherwise the cause will be assumed to be wireless transmission errors.4 Performance MetricsTo characterize the ability to distinguish congestion losses from wireless transmission error losses, wede�ne four metrics for each loss predictor.� Frequency of Congestion Loss Prediction FCP : FCP is obtained by dividing the number oftimes the loss predictor predicts that the next loss will be due to congestion, by the totalnumber of times the predictor (i.e., value fV egas, fNTG or fNDG) is evaluated during the TCP7



connection. Note that the total number of times the predictor is evaluated is equal to thenumber of times acknowledgement for a monitored packet is received.For instance, assume that the loss predictor was evaluated 100 times during a TCP connection.If the number of times it predicts congestion loss is 20, then FCP = 20/100 = 0.20 (or 20%).� Frequency of Wireless Loss Prediction FWP : FWP is obtained by dividing the number oftimes the loss predictor predicts that the next loss will be due to wireless transmission error, bythe total number of times the predictor (i.e., value fV egas, fNTG or fNDG) is evaluated duringthe TCP connection. It follows that FWP = 1� FCP .� Accuracy of Congestion Loss Prediction Ac: Ac is the fraction of packet losses due to congestionthat are correctly diagnosed. A congestion loss is correctly diagnosed if the latest predictionbefore this loss was a congestion loss.For instance, assume that 80 packets were lost due to congestion during a TCP transfer. Ifthe latest prediction made by the predictor before 60 of these packet losses was congestion loss,then, Ac = 60/80 = 0.75 (or 75%).� Accuracy of Wireless Loss Prediction Aw : Aw is the fraction of packet losses due to wirelesstransmission error losses that are correctly diagnosed.For instance, assume that 50 packets were lost due to transmission error during a TCP transfer.If the last prediction made by the predictor before 40 of these packet losses was wireless loss,then, Aw = 40/50 = 0.80 (or 80%).Now, consider a \random coin tossing" loss predictor that uses probabilistic coin tossing to determinewhether to predict congestion loss or wireless loss. Suppose that it predicts that next packet loss willbe congestion loss with probability p. Clearly, in this case, FCP = p and FWP = 1 � p. Also, asthe prediction made by the predictor is independent of network conditions, in this case, Ac = p andAw = 1� p. Thus, a simple coin tossing scheme can yield Ac = FCP = p and Aw = FWP = 1� pfor any desired value of p. Choosing high p will result in high Ac, but low Aw , and vice versa.5 Simulations5.1 Simulation Model and MethodologyWe use the network simulator ns-2 (version 2.1b1) [12] from Berkeley. The system model used forsimulations is illustrated in Figure 3. This model is simple, yet serves our purpose. We have a TCPconnection from a source CS to a sink CK. We use the Reno agent from ns-2 for the TCP connection.This connection shares the link R1  ! R2 with a cross tra�c issued by a Traffic=Expoo [12] agentfrom RS to sink RK. The Traffic=Expoo agent from ns-2 [12] is a constant-bit rate (CBR) source8



with idle time and busy time exponentially distributed with mean 0.1 s. UDP is the transport protocolused for this source.All the links in Figure 3 are labeled with a (bandwidth, propagation delay) pair. Note thatpropagation delay does not include transmission time or queueing delays. For a wireless link, prop-agation delay is the time required to travel the link's length at the speed of light. For a wiredlink, propagation delay is the time required for electrons to travel the length of the link. The linksR2  ! CK and R2  ! RK are assumed to have a short length, thus having a negligible propa-gation delay. In our simulations, this propagation delay is assumed to be 0. The link R2 �! CKis a wireless link with transmission loss rate rw (i.e, fraction rw packets are lost due to transmissionerrors). All other links are error-free. We simulate the network with di�erent values for bandwidthbw and delay � (please refer Figure 3). In di�erent simulations, bw takes the values 100 Kbits/s, 500Kbits/s, 1000 Kbits/s, 1500 Kbits/s and 2 Mbits/s, and � takes values 3 ms, 5 ms, 8 ms, 13 ms, 18ms, 23 ms, 38 ms, 50 ms, and 75 ms.Router R1 has an output queue (towards R2) whose size is limited to qs packets. qs takes thevalues 5, 10,or 15 in our simulations. All other queues at the two routers are unbounded (in�nite).Obviously, the potential bottleneck here is the link R1 �! R2.
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Figure 3: ns network topologyLet Tp denote the round-trip propagation delay for the TCP connection (i.e., from CS to CKand back to CS). Then, with the values of � used in our simulations, Tp varies in the range 12 ms to300 ms.We denote the congestion loss rate for the TCP connection as rc. rc is measured as a fraction(or percentage) of packets lost due to congestion. In our simulations, for each set of parameters (Tp,bw, qs), the rate of the constant-bit rate source RS (Traffic=Expoo agent) is adjusted to producea desired value of rc. Then, we make 10 additional TCP transfers, which last between 200 and 4000seconds depending on bw, and collect statistics. Each transfer starts after a random warm-up periodlarger that 100 seconds. 9



For the measurements, we monitor one packet per window : we log its round trip time (RTTi)and the number of packets (Wi) sent between its transmission and its acknowledgement. The conges-tion window size is limited to 32 packets. From the logged information, we can compute the valuesfV egas, fNTG, and fNDG, as de�ned in section 2. Note that the three values are computed fromthe same set of logged data. Using these values, the performance metrics (FCP , FWP , Ac andAw) for the loss predictors can be determined. For the ten transfers, the standard deviation on theperformance metrics for each loss predictor is less than 0.05.For each loss predictor, we perform 4 sets of experiments. In each set, one of the four param-eters, namely, Tp (or �), bw, qs and rc, is varied, while the other three parameters are held constant.Thus, each set of experiments helps us to determine the variations in FCP , Ac, FWP , and Aw as afunction of each of the four parameters. The following values for the parameters are used:� Extensive simulations were done with rw = 1%, 3% and 5%. The results are similar for thesevalues, therefore, in this paper, we only present the results for rw = 1%.� Congestion loss rate (rc) from 1% to 10% (congestion loss rate speci�es the fraction of packetslost by the TCP connection at router R1)When rc is held constant for some plots presented in this paper, we hold it constant at 3%,because the trends observed are representative of what we observed for other rc values.� Round-trip propagation time Tp in the range 10 ms to 300 ms. Note that Tp does not includethe queueing and transmission delays.When Tp is held constant for some plots presented here, we hold it constant at 32 ms becauseit represents a typical value of round trip propagation time on WANs.� Bandwidth bw from 100 Kbits/s to 2 Mbits/s.When bw is held constant for some plots presented in this paper, we hold it at 1.5 Mbits/s (T1bandwidth).� Queue size limit qs at router R1 from 5 to 15 packets (packet size is 1000 bytes).When qs is held constant for some plots in this paper, we hold it at qs = 5 because the trendsare similar for the other values of qs.5.2 Simulation ResultsObjective of our simulation experiments was two-fold: (a) determine the magnitudes of frequencies(FCP and FWP ) and accuracies (Ac and Aw) achieved using the loss predictors, and (b) determinethe variations in these metrics as a function of network parameters (such as bw and rc). The simulationresults are summarized below. We present graphs showing only some of our simulation results.10



However, the conclusions reported here are drawn from a larger set of simulations. More plots canbe found in the appendices for V egas, NTG and Jain in Section 7.5.2.1 Loss Predictor VegasIn this section, we summarize our observations for the loss predictor Vegas, and attempt to provideintuitive (or mathematical) explanations. First we discuss variation trends for FCP , and then thetrends for Ac and Aw. As FWP = 1� FCP , we do not separately discuss trends for FWP .Recall that if fV egas > 1, then the Vegas predictor predicts congestion losses. The probabilitythat fV egas will be greater than 1 decreases if fV egas decreases. Thus, if fV egas decreases, FCP forthe predictor will decrease. This relationship will be used in our explanations below.Variations in Frequency of Congestion Loss Prediction FCP� FCP for Vegas predictor decreases when Tp is increased, while holding bw, qs, rc and rwconstant. Refer Figure 4(a) for an illustration. In Figure 4(a), the horizontal axis correspondsto Tp { the values listed in the parenthesis along the horizontal axis are held constant for allsimulations reported in this �gure.This observation is supported by a simple mathematical analysis. Note that RTTi can beexpressed as RTTi = Tp+ ti, where ti is a random variable depending on the transmission time,the queueing delay and the processing time for the monitored packet. Similarly, BaseRTT canbe expressed as BaseRTT = Tp + tBase where tBase is a random variable similar to ti withtBase � ti (BaseRTT is the smallest round trip time experienced by the connection.) Then,fV egas = Wi (1 � Tp+tBaseTp+ti ). Thus, �(V egas)�Tp = Wi � tBase�ti(Tp+ti)2�. While, in general, ti � tBase,typically we have ti > tBase. Therefore, �(fV egas)�Tp is usually negative. This means that the valueof fV egas decreases when Tp is increased. Therefore, as Tp increases, FCP for Vegas predictorshould decrease.� FCP decreases when bw is increased, keeping Tp, qs, rc, and rw constant, as illustrated inFigure 4(b).Similar to the above derivation, we provide a mathematical explanation for this observation.Let us express RTTi as RTTi = BaseRTT + dqi where dqi is the extra queueing delay for thei-th monitored packet, as compared to BaseRTT (assuming that the round trip time variationis due only to the queueing delays). Thus, fV egas = Wi � (1� BaseRTTBaseRTT+dqi ).Since �(fV egas)�dqi = � Wi BaseRTT(BaseRTT+dqi)2� > 0, the value fV egas increases with increasing queueingdelay dqi. >From queueing theory, it follows that, queueing delay variations decrease when11
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loss. However, such estimates may provide an indication of an impending congestion loss. Therefore,in our loss predictors, a lack of an indication of congestion loss is used as an \indication" of a wirelessloss. Therefore, Aw (and FWP ) follow trends that are opposite of Ac and FCP (that is, when Acincreases, Aw decreases).The Vegas predictor does not perform very well at diagnosing wireless losses, when compared toa random coin tossing predictor. In general,Aw < FWP for the Vegas predictor, whereasAw = FWPfor a random predictor.It is important to emphasize that a good loss predictor needs to be able to diagnose both typesof packet losses reasonably well. Ideally, we would like to have high Ac and Aw both. However, ifa compromise is to be made, a high Ac and moderate Aw may be acceptable. Low or moderate Awmay often result in erroneously identifying wireless losses as congestion losses. This would a�ect per-formance of the TCP connection using this loss predictor, but it cannot adversely a�ect performanceof other network tra�c (unlike a low Ac).5.2.2 Loss Predictor NTGThis section presents the observations from simulation results obtained for the NTG predictor. Recallthat, if fNTG < 12 , then the NTG predictor predicts congestion. Therefore, as fNTG increases, FCPdecreases. This relationship will be used in the explanations below.
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To support this observation, we show that fNTG is increasing with increasing Tp. We can writeRTTi�1 = Tp + di�1 and RTTi = Tp + di where di�1 and di are positive random variablesdepending on the transmission time, the queueing delays and the processing time for i-th andi+ 1-th monitored packets. We can then rewrite fNTG as :fNTG = Tp + d1Wi �Wi�1  WiTp + di � Wi�1Tp + di�1! (1)Now note that, since we are using TCP-Reno in our simulations, most of the time the TCP con-nection is in congestion avoidance phase. Therefore, very often, Wi�Wi�1 = 1 packet. Assum-ing this, it can be shown that, if di�1 � di then fNTG � 12 , provided max(Tp+d1Tp+di ; Tp+d1Tp+di�1 ) � 12 .The condition max(Tp+d1Tp+di ; Tp+d1Tp+di�1 ) � 12 means that the round-trip time for any monitoredpacket is less than twice the round trip time for the �rst packet. This is in general true, unlessthe propagation time is very small and the queueing delay variations very large. In conclusion,if di�1 � di then NTG predictor will typically not predict congestion.Now, �fNTG�Tp = Tp + d1Wi �Wi�1  Wi�1(Tp + di�1)2 � Wi(Tp + di)2!+  WiTp + di � Wi�1Tp + di�1! :As noted before, typically Wi � Wi�1 > 0. It can be shown that, if di�1 < di, �fNTG�Tp > 0provided that (Tp + d1)2 � (di�1 � d1):(di � d1). This last condition means that the variationsin the delays should not exceed the absolute value of the �rst round trip time, which is in generaltrue. Therefore, fNTG typically increases with increasing propagation time Tp. Therefore, FCPdecreases when Tp increases.� FCP decreases when bw is increased, keeping Tp, qs, rc, and rw constant, as illustrated inFigure 6(b).Similar to the above derivation, we provide a mathematical explanation for this observation.We can express RTTi as RTTi = RTTi�1 + dq where dq is the di�erence in the queueing delaybetween the two monitored packets Pi and Pi�1. Note that dq can be positive or negative.fNTG becomes then : fNTG = RTT1Wi �Wi�1  WiRTTi�1 + dq � Wi�1RTTi�1!Then, �fNTG�dq = � RTT1 Wi(Wi�Wi�1) (RTTi+dq)2 . As, for TCP-Reno, typically Wi > Wi�1, we have�fNTG�dq < 0. Thus, fNTG decreases with increasing dq. Therefore, FCP increases when dq15



increases, and vice-versa. Now, dq decreases when the bandwidth bw increases (because queueingdelay magnitudes and variations decrease when service rate increases). Hence, FCP decreaseswhen bw increases.� FCP increases when qs is increased, keeping bw, Tp and rc constant, as illustrated in Figure 7(a).For a constant loss rate, as qs increases, the amount of random source's tra�c in the queueahead of a TCP packet can increase. Therefore, queueing delay variation for TCP packets islarger. We showed above that fNTG decreases with increasing queueing delay variations. Thus,FCP increases with increasing qs.
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(b) FCP, Ac, FWP , and Aw versus rcFigure 7: E�ect of the queue size qs and the loss rate rc� FCP does not exhibit any trend when rc is increased, keeping bw, Tp, rw, and qs constant, asillustrated in Figure 7(b).As for the V egas predictor, the trend of FCP for NTG predictor when congestion loss rate rcis varied is related to the average congestion window size. However, unlike Vegas predictor, inthis case, the sign of �fNTG�Wi depends on the sign of RTTi � RTTi�1. Now, RTTi and RTTi�1correspond to window size Wi and Wi�1, where typically Wi > Wi�1. When bandwidth bwis not small, the RTT is essentially independent of the window size. Therefore, the sign ofRTTi � RTTi�1 does not depend of the window size. This, in turn, implies that the fNTG isindependent of Wi and loss rate rc, when bw is high.Accuracy of Congestion Loss Prediction Ac for NTG PredictorAccuracy of congestion loss prediction Ac follows closely FCP in most cases. In general, for NTG,Ac tends to be smaller and closer to FCP , as compared to the case of Vegas predictor. Thus, NTG16



behaves more like a random coin tossing predictor { this implies that NTG is unable to capture theindications of an impending congestion (if it exists) from the RTT or throughput statistics. Basedon our simulations, it appears that NTG is a poor loss predictor.Accuracy of Wireless Loss Prediction Aw for NTG PredictorAw trends for NTG are similar to those for the V egas predictor, except that Aw follows FWP muchmore closely for NTG. This con�rms that NTG performs similar to a random coin tossing predictor.5.3 Loss Predictor NDGRecall that if fNDG is positive then the NDG predictor predicts congestion. Also, in our simulations,the agent TCP-Reno uses the Jacobson congestion avoidance algorithms. Thus, often Wi�1 < Wiand the sign of fNDG depends only on the sign of (RTTi � RTTi�1).Variations in Frequency of Congestion Loss Prediction FCP
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We can write RTTi as RTTi = Tp + ti where ti is a random variable. Therefore, the sign of(RTTi�RTTi�1) is the sign of (ti � ti�1), independent of Tp. Thus, FCP does not depend onTp.
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Accuracies Ac and Aw for NDG PredictorAc curves usually tracks FCP curves, and Aw curves closely follows FWP curves. Ac and FCPvalues for NDG is typically smaller than the Vegas loss predictor. The di�erence Ac � FCP issomewhat larger than that for NTG, therefore, NDG is less like a random predictor than NTG.6 Discussion and ConclusionSimulation results indicate that, the loss predictors cannot always perform better than a random coinpredictor. Under some network conditions, Vegas is able to perform better than a random predictor,when Ac is considered. In general, our results suggest that Vegas is a better loss predictor thanNDG and NTG. However, all the three predictors do perform like a random predictor under somecircumstances.Having observed that, the three loss predictors often perform similar to a random coin tossingpredictor, it is useful to provide an intuitive explanation of this result. A predictor will accuratelydiagnose congestion losses only if the following qualitative conditions are ful�lled: (a) Congestionlosses are preceded by a \long" queue build-up at some router, (b) A queue build-up typically resultsin congestion losses, and (c) The loss predictor correctly senses \serious" queue build-up. Condition(a) means that the interval of time between the instant when a router queue starts to build up and theinstant when the queue over
ows must be long enough. Otherwise, congestion losses will occur beforethe predictor has a chance to detect congestion. To ful�ll condition (a), favorable values of networkparameters are as follows: round-trip time small, router queue size large, and input bandwidth tothe bottleneck small. Condition (b) above will tend to be satis�ed if queue size is small. We can seethat conditions (a) and (b) have contradictory requirements on the queue size.As noted earlier, the three predictors are designed based on the congestion avoidance tech-niques. These congestion avoidance techniques are motivated by the expectation that a variation inthe congestion window size will result in a \response" from the network which re
ects the true state ofthe network. Unfortunately, the tra�c of one connection is, in general, a small fraction of the overalltra�c. Therefore, the network response is often independent of one TCP connection's action. Thissuggests that the three predictors cannot correctly detect queue build-up, and hence cannot diagnosecongestion losses accurately. Incidentally, based on a very di�erent type of experiment, Bolot [4]has observed that congestion losses appear to be random. We believe that our experiments supportBolot's observation, and provide additional insight into packet losses due to congestion and wirelesserrors.We must also note that the three congestion avoidance techniques were not designed as \losspredictors". These congestion avoidance techniques were designed to let the sender operate at theknee of the throughput-delay curve [9]. While it is not a surprise that these predictors are unable to19



perfectly diagnose cause of packet losses, it is indeed a surprise that they often behave similar to arandom coin tossing predictor.Based on the results obtained for Vegas, it appears that round trip and throughput statisticshold some information that correlates to the cause of packet losses. However, it is not yet clear ifthere is su�cient correlation to develop loss predictors that can yield high Ac and Aw both.Future work on this topic would investigate design of better loss predictors. The loss predictorspresented in this paper are sender-based in that the TCP sender attempts to distinguish between thetype of packet losses. At present, we are also studying a receiver-based technique. This technique,implemented at the receiver, uses statistics on the inter-arrival times of the packets. Preliminaryresults show that this technique is particularly e�cient if the last link on the TCP path is wireless,and has a low bandwidth.References[1] A. Bakre and B. Badrinath, \I-TCP: Indirect TCP for mobile hosts," in Proc. 15th InternationalConf. on Distributed Computing Systems (ICDCS), May 1995.[2] H. Balakrishnan, V. Padmanabhan, S. Seshan, and R. Katz, \A comparison of mechanisms forimproving TCP performance over wireless links," in ACM SIGCOMM, Stanford, CA, Aug. 1996.[3] H. Balakrishnan, S. Seshan, and R. Katz, \Improving reliable transport and hando� performancein cellular wireless networks," ACM Wireless Networks, vol. 1, Dec. 1995.[4] J. Bolot, \Characterizing end-to-end packet delay and loss in the internet," Journal of High-SpeedNetworks, vol. 2, pp. 289{298, Sept. 1993.[5] L. Brakmo and S. O'Malley, \TCP-vegas : New techniques for congestion detection and avoid-ance," in ACM SIGCOMM'94, London, U.K, pp. 24{35, Oct. 1994.[6] R. Caceres and L. Iftode, \Improving the performance of reliable transport protocols in mobilecomputing environments," IEEE journal on selected areas in communications Special issue onMobile Computing Networks, vol. 13, June 1995.[7] A. DeSimone, M. Chuah, and O. Yue, \Throughput performance of tranport-layer protocols overwireless lans," in Proc. Globecom '93, Dec. 1993.[8] V. Jacobson, \Congestion avoidance and control," in Proceedings of SIGCOMM 88, ACM,pp. 314{329, Aug. 1988.[9] R. Jain, \A delay-based approach for congestion avoidance in interconnected heterogeneouscomputer networks," ACM Computer Communications Review, vol. 19, pp. 56{71, 1989.[10] M. Mehta, \Improving performance of TCP over wireless networks," Master's thesis, Texas A&MUniversity, Aug. 1998.[11] J. Postel, \Transmission control protocol," Sept. 1988. RFC 793.20



[12] C. VINT Project, University of Berkeley/LBNL, \ns : network simulator." http://www-mash.cs.berkeley.edu/ns/.[13] Z. Wang and J. Crowcroft, \A new congestion control scheme : Slow start and search (tri-s),"ACM Computer Communication Review, vol. 21, pp. 32{43, Jan. 1991.[14] R. Yavatkar and N. Bhagwat, \Improving end-to-end performance of TCP over mobile internet-works," in Workshop on Mobile Computing Systems and Applications, Dec. 1994.7 AppendixWe present in this section some plots for V egas, NTG and NDG. For each predictor, we plot FCP ,Ac, FWP and Aw with congestion error losses 1%, 3% and 5%.
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(b) qs = 15 packetsFigure 10: FCP, Ac, FWP , and Aw versus Tp
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(b) Tp = 300 ms and qs = 15 packetsFigure 12: FCP, Ac, FWP , and Aw versus bw
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(b) qs = 15 packetsFigure 14: FCP, Ac, FWP , and Aw versus Tp
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(b) Tp = 300 ms and qs = 15 packetsFigure 16: FCP, Ac, FWP , and Aw versus bw
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(b) qs = 15 packetsFigure 18: FCP, Ac, FWP , and Aw versus Tp
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(b) Tp = 300 ms and qs = 15 packetsFigure 20: FCP, Ac, FWP , and Aw versus bw
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(b) qs = 15 packetsFigure 22: FCP, Ac, FWP , and Aw versus Tp
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(b) Tp = 300 ms and qs = 15 packetsFigure 24: FCP, Ac, FWP , and Aw versus bw
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(b) qs = 15 packetsFigure 26: FCP, Ac, FWP , and Aw versus Tp
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