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1 IntroductionMobility has opened up new vistas of research in networking. With the availability of wirelessinterface cards, mobile users are no longer required to remain con�ned within a static networkpremises to get network access. Users of portable computers would like to carry their laptops withthem whenever they move from one place to another and yet maintain transparent network accessthrough the wireless link. Integrated voice, data and image applications are going to be used bymillions of people often moving in very heavy urban tra�c conditions.On the downside, mobility brings along with it a myriad of network management problems.The problems could be broadly classi�ed as mobility management related and connection manage-ment related. In this paper we will primarily deal with a key problem in mobile wireless networksrelated to connection management. The problem deals with providing disruption free service tomobile users.Future personal communication networks (PCN) will allow users to engage in bi-directionalexchange of information including but not limited to voice, data, and image, irrespective of locationand time, while permitting users to be mobile. Even though, near term personal communicationservices (PCS) are going to be voice-oriented, PCN are expected to support multimedia PCS inthe long term [13]. This will spur requirements for high capacity wireless networks.A typical PCN with mobile users [8, 9, 10] comprises of a static network and communicationlinks between them. Some of the �xed hosts, called base stations (BS)1 are augmented with awireless interface and they provide a gateway for communication between the wireless and staticnetwork. Due to the limited range of wireless transreceivers, a mobile user can communicate witha BS only within a limited geographical region around it. This region is referred to as a basestation's cell. A mobile user communicates with one BS at any given time. Each BS is responsiblefor forwarding data between the mobile user and the static network.When a mobile host is engaged in a call or data transfer, it will frequently move out of thecoverage area of the mobile support station it is communicating with, and unless the call is passedon to another cell, it will be lost. Thus, the task of forwarding data between the static network andthe mobile user must be transferred to the new cell's mobile support station. This process, knownas hando�, is transparent to the mobile user. Hando� helps to maintain an end-to-end connectivityin the dynamically recon�gured network topology.As the demand for services increase, the number of cells may become insu�cient to providethe required quality of service. Cell splitting can then be used to increase the tra�c handled in anarea without increasing the bandwidth of the system. In future, the cells are expected to be verysmall (less than 50 meters in diameter) covering the interior of a building. The reduction in the cell1Base stations are sometimes called mobile support stations.



size causes an increase in the number of hando�s, thereby increasing the signalling tra�c (networkload) due to the hando� protocol messages. In addition, hando� also causes a disruption in serviceif it is not done in a fast and e�cient manner. In this paper we will primarily deal with design andimplementation issues of hando� protocols to ensure disruption free service.Providing connection-oriented services[14, 15, 16, 17, 18] to the mobile users requires thatthe user always be connected to the rest of the network in such a manner that its movements aretransparent to the users. Providing disruption free service is a stronger requirement than mereconnection-oriented services. In addition to maintaining the connection, the network will need toensure that the delay experienced by the data packets over the network is less than a �xed timecalled the deadline. The deadline is in turn determined by the quality of service (QOS) required bythe users. The goal of seamless communication is to provide disruption free service to a mobile user.A disruption in service could occur due to active hando�s (hando�s during an active connection).This is because traditional protocols require the old BS to forward data packets to the new BS.Thus, every time a mobile user moves into a new cell during the connection (active hando�), theuser will see a break in service while the data gets forwarded to it from the old BS via the new BS.We �rst present the proposed approach for providing disruption free service to mobile users.Our work di�ers from existing protocols in that the network load incurred by the proposed approachis signi�cantly lower as compared to others. The number of disruptions seen by the user will dependon the number of hando�s incurred during the lifetime of the connection. The number of hando�sin turn depends on the mobility pattern of the user. In this paper we use two mobility models toanalyze the proposed approach. In the �rst model, the user spends very little time in a cell (hando�soccur frequently), while in the other model the user spends a long time in a cell (hando�s occurinfrequently). Analysis shows that for both these models, the proposed approach signi�cantlyreduces the network bandwidth usage without violating the quality of service (QOS) requirementsspeci�ed by the user application.The problem of guaranteeing disruption free service to mobile users becomes more acutewhen the static backbone network does not use any packet numbering or does not provide retrans-missions. Asynchronous Transfer Mode networks, the future of B-ISDN, display these properties.The second half of the paper deals with implementation issues of the proposed approach. Thebackbone network has been assumed to be an asynchronous transfer mode (ATM) network. Thevast transmission capacity o�ered by an ATM broadband network can provide communicationservices to a wide range of applications including video and audio. It is thus a natural choice formultimedia services. ATM is basically a connection-oriented switching technology. Users need toestablish a �xed route called a virtual channel (VC) before any information can be exchanged. Tomake maximum use of available bandwidth, multiple VCs can be statistically multiplexed over thesame link. Issues related to ATM have been comprehensively treated in [19, 22, 23].



While ATM promises to do away with the present problems faced by the telephony com-munity, it raises a number of issues for the mobile computing industry. As mentioned before,existing ATM protocols do not o�er any packet numbering and prohibit packet reordering. Inthis scenario maintaining a continuous (disruption free) communication link to the mobile hostbecomes complicated. We thus need to ensure that once a hando� takes place no packet is lostand deadlines are met, i.e., the packets that have been transmitted to the previous BS and whichhave not reached the mobile host due to hando�, are somehow delivered to it within the giventime constraint. Keeping these problems in mind, we propose an easily implementable techniqueto provide disruption free service to mobile hosts in wireless ATM networks.The rest of this paper is organized as follows. In section 2 we briey review related work.The basic idea behind our scheme is presented in section 3. Section 4 presents the issues relatedto implementation of the proposed approach using ATM as the backbone network. Concludingremarks are presented in section 5.2 Related LiteratureKeeton et.al. in [2] proposed a set of algorithms to provide connection oriented network services tomobile hosts for real time applications like multimedia. Their solutions lay excellent groundworkfor work in this area but did not guarantee disruption free service. In fact their scheme wasshown to su�er from extended intervals of time when service to the mobile host was disrupted.A study done in [1] shows that if the hando� protocol required forwarding data between the BSsconnected by physical links, then a high bandwidth (between 48Mbps and 96Mbps) is required justto forward these data packets. Moreover, loops can be formed in the connection path if forwardingis employed. This will lead to ine�cient network utilization.A multicast based solution was proposed in [1]. In this approach, the data packets for amobile host are multicast to the BSs of the neighboring cells so that when the host moves to a newcell, there are data packets already waiting for it and thus, there is no break in service. It is evident,however, that this scheme is not cost e�ective. As the number of users in the network increases,the amount of network bandwidth used up by the multicast connections is going be prohibitivelyhigh. In [1], the cost of such a multicast scheme was determined to be the bu�er overhead at theBSs. Our view of the problem is that the major component of cost incurred in a multicast basedapproach will be the amount of extra bandwidth used, and not the bu�er overhead at each BS. Thisargument is supported by the availability of cheap memory but expensive network bandwidth2.As pointed out in [3], the network call processor3 in a static network becomes the bottleneck2The cost of a 30 minute call from USA to Japan is approximately equal to the cost of 1 Mbyte of RAM.3The role of the network call processor is to establish a path or route at connection setup time. While doing soit takes into account the network load so as to balance the load on each network node.



in an environment where hando�s are frequent and require excessive interaction with a base station{ an inherent problem associated with the work in [2]. To alleviate this problem, the authors in [3]proposed a new network architecture which made use of virtual circuit trees to minimize hando�processing. However, it does not discuss about providing disruption free service when a hando�takes place { the mainstay of applications like multimedia [23].We �nd that while existing literature is a rich source of protocols and models for tacklingthe problem in hand, there does not exist a cost-e�ective solution for providing disruption freeservice.3 Proposed ApproachTraditional multicast-based schemes require the packets to be multicast throughout the length ofthe connection. This leads to wastage of network bandwidth. The communication links from theswitch to the BSs other than the BS of the cell where the mobile host is currently located getunnecessarily loaded. As the number of mobile hosts increase in a cell, the total network usagedue to multicast connection for each host will become enormous. Due to this extra network usage,new connections might be blocked because the network capacity is exceeded.The thrust of our approach is to avoid unnecessary multicast. A multicast throughout thelength of the connection may prove to be unnecessary if the network had some information { e.g.,how long is the mobile host going to remain in the same cell (this period is called cell latency). Ifthe network has such information, then the multicast need not be done during that period of time.The main idea of the proposed approach is to \stagger" the multicast initiation by theamount of time one is sure that the host remains within a cell, i.e., for a time interval equal to thecell latency. The cell latency will solely depend on the mobility model of the host. In this paperwe will analyze the proposed approach based on two mobility models. One model is pessimistic innature, and the other optimistic. By pessimistic we mean that the cell latency for a mobile hostis very small. On the other hand in the optimistic model, the mobile host remains in a cell for alonger time.We will now present the staggered multicast approach.3.1 Staggered MulticastIf the mobility pattern of a user could be modeled in such a way that it can be ascertained with acertain probability that the user is going to remain in the same cell for ts amount of time, multicastcould be avoided for this amount of time. The value of ts then4 gives us a measure of the stagger4Note that the actual stagger time is less than ts, as the time to set up the multicast connections should be takeninto account. This has been dealt in greater detail in Section 4.3 for a wireless ATM network.



time than can be safely introduced before initiating a multicast. This way, we will save on thenetwork usage, and still guarantee disruption-free service with a certain probability.Let Pi be the probability of disruption during the i-th hando�, and ti be the cell latencybefore the i-th hando�. Let tmi be the time spent in multicast mode before the i-th hando�. Adisruption occurs when a mobile host initiates a hando� before multicast has been initiated. Thenthe probability of disruption during the i-th hando� can be given as,Pi = Pr[ts > ti]Let the number of hando�s occurring over the length of the connection time Tc be Nh. Let Pdisruptbe the average probability of disruption during a hando�. Pdisrupt is determined as,Pdisrupt = 1Nh NhXi=1 PiThe value of Pdisrupt can now be used as a measure of the Quality of Service (QOS). There area number of applications that cannot tolerate disruptions during the time of connection, i.e.,Pdisrupt = 0. Two existing examples of such applications are telemedicine, and video conferencing.With increased availability of mobile computing applications, a large number of hitherto unexploredapplications will emerge. The applications mentioned here are but only a small sample.
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where, R is radius of the cell, and � = s2=T .Let us consider a picocellular environment, which is more suited for pedestrian tra�c. Lets = 0.4m, T = 0.25 sec. Therefore, � = 0:64. We vary the radius of the circular cell R from10m to 50m. The variation of the probability with time is illustrated in Figure 3. As seen in the
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Figure 3: Probability of being in a cell�gure, the probability of the mobile host remaining in a cell decreases with time. An interestingobservation however is that even after 5.1 minutes (306 seconds), the probability that the user isstill in the same cell (R = 30m) is as high as 90%. This mobility model represents the class ofusers who spend a lot of time in a cell.3.2.2 Pessimistic ModelThe pessimistic model is based on the mobility model proposed in [5]. In this model the mobileuser is assumed to be moving at an average velocity of V . The direction of movement is uniformlydistributed over [0; 2�]. The mobile users are assumed to be uniformly distributed over the cellarea with a density of �. If the length of the cell boundary is L, and the cell area S, the numberof mobile users crossing the cell boundary per unit time is given by V �L� . If � can be assumed toremain constant over the entire cell area, the average cell crossing rate of a mobile user is givenby V L�S . For circular cells, L will correspond to the perimeter of a cell, and thus LS = 2R . It followsthat the average cell latency of a mobile user is given �R2V . As in [5], we will assume that the celllatency of a mobile user is exponentially distributed with a mean �R2V .



3.3 Performance Analysis of the Staggered Multicast ApproachThe overhead of the staggered multicast scheme can be characterized by the total time Tm spentin the multicast mode as compared to the length of connection Tc. Tm is determined asNhXi=1 tmiwhere, tmi is the time spent in multicast mode before the i-th hando�, and Nh is the number ofhando�s occurring over the length of connection. The total time spent in the unicast mode, Tu, isthen given by the di�erence, Tc � Tm. We determine the overhead of the multicast scheme as thefraction of the total connection time spent in the multicast mode,Overhead = TmTcThe QOS measure of the staggered scheme (characterized by Pdisrupt) is now given asQOS = 1� Pdisrupt3.3.1 Performance of Optimistic ModelIn this section we present the results of the staggered multicast scheme obtained using the optimisticmodel. We performed simulations to analyze the staggered multicast scheme. The radius of thecircular cell R was varied from 10m to 50m. The time of connection Tc, was �xed to be 100 minutes.The step size s was chosen to be 0.4m, and the time interval between two tosses T was chosen tobe 0.25 s.As stated earlier, we characterize the overhead as Tm=Tc. Figure 4 illustrates the variation ofoverhead with the stagger time ts. It is noticed in Figure 4 that the overhead reduces as the staggertime increases. This is because as stagger time increases, the amount of time spent in multicastmode reduces. Thus, the overhead, determined as Tm=Tc, reduces. It can also be noticed that fora given stagger time, the overhead increases with an increase in cell radius. This is because as theradius increases, the time interval between hando�s increases. If stagger time is kept constant, weare not making use of the potentially extra time available due to increased cell radius. As a resultthe fraction of time spent in multicast mode increases.We also evaluated the probability of a disruption during a hando�, Pdisrupt. As statedearlier, a disruption occurs only if multicast is not initiated before a hando� occurs. Figure 5illustrates the variation of probability of disruption with stagger time ts. Higher the stagger time,higher is the probability of disruptions. It can also be noticed that for a given stagger time, the



probability of disruption increases as the radius of the cell decreases. This is because as the radiusdecreases, the probability of remaining in a cell reduces for a given stagger time. Therefore, theprobability of disruption increases.
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Suppose on the other hand, a user is maintaining a critical connection which demands totalguarantee of disruption free service, i.e., the QOS demanded by the user is 100 %. Even thougha non-zero value of stagger time could be obtained for Pdisrupt = 0 in the optimistic model (e.g.,ts = 3 minutes for R = 30m in Figure 5), this may not be true in general for other models. Infact the next model shows that for total guarantee of disruption free service, stagger time has tobe zero. In other words, for total guarantee of disruption free service, multicast should be donethroughout the length of the connection.3.3.2 Performance of Pessimistic ModelSimulations were performed to analyze the multicast scheme using the pessimistic mobility model.The mobility model for this part was same as the mobility model proposed in [5]. The radius ofthe circular cell R was varied from 10m to 50m. The time of connection Tc, was �xed to be 100minutes. The average velocity V was chosen to be 1.6 m/s (approx 5.7 km/hr, for a pedestrianuser).
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and to allow recovery schemes may also be required for each frame. Likewise communicationfrom the mobile host to a base station will consist of frames of ATM cells with additional bits asdescribed above. Going by the philosophy behind ATM, it is likely that each frame will be smalland of equal size. In line with this, we assume that all frames will be of �xed length containing FATM cells.Before we can apply our scheme to an ATM environment, we must take into account thevarious properties of ATM network protocols that make them di�er from existing network protocols.As was mentioned before, ATM is a connection oriented switching technology where connectionsmust be established for the entire duration of the call. Connection establishment consists ofassigning a VCN (virtual circuit number) and/or a VPN (virtual path number), and allocation ofresources both within the network and at the source and destination to support this connection. Ina mobile environment we will thus need to ensure that before a mobile host hands o�, connectionhas already been established between the new base station and the destination. For this purpose,we make use of a dynamic virtual connection tree (dvct) based network architecture, an extensionto the idea proposed in [3]. For sake of completeness, we will describe the virtual connection treein some more detail.A virtual connection tree [3] is a set of cellular ATM switches and base stations in thestatic network that are chosen at call setup time to route ATM cells. The network is dividedinto neighboring access regions and the mobile host is assigned a set of VCNs, one for each basestation in this region. As soon as the mobile host detects that it is entering another wireless cell,it starts transmitting its messages with the VCN assigned for that base station. This change inposition of the mobile host is updated at the root of the virtual connection tree (an ATM switchthat maintains the routing tables for this connection) as soon as the �rst ATM cell from the mobilehost arrives bearing the new VCN. The study showed considerable reduction in load on the networkcall processor. The only time that the network call processor participates in a hando� is when themobile host changes its neighboring access region. As noted by the authors, hando�s within thisconnection tree are handled entirely by the mobile itself in a totally distributed fashion.A dvct di�ers from a virtual connection tree in that the choice of participating base stationsand ATM switches depends on the current location of the end-points and may change dynamically,i.e., base stations and switches may be dynamically added and removed depending on the movementof the mobile host. All the base stations and ATM switches included in the multicast operationcan now be viewed as a dvct. Figure 13 is an example of how bidirectional communication takesplace between two end points { both of which may be mobile, in a dvct using the multicastingapproach.We consider an example to make the dvct approach more clear. Suppose that switch A isconnected to base stations a and b. Let a be providing a connection between a mobile host m1in its wireless cell and a mobile host m2 in the wireless cell of BS d which is connected to switch



D. The table shown in Figure 13 represents the routing information maintained by switch A. Suchinformation is present at all switches in the ATM network. Data coming out of host m1 carriesVC1 (for BS a) which was assigned at connection set up time. Switch A translates VC1 to VC2after a look up of its routing table and sends out this data through port 2. Switch B furthertranslates the header information so that it now carries the VC3. Finally switch D translates thisto VC5 before passing it on to the BS d and from there to host m2. On the return path, m2sends out data carrying the VC7. Suppose the multicast group members for mobile host m1 arebase stations a, b and c. Then, switch D translates VC7 to VC8 followed by translation to VC13(and VC9 for multicast) at switch B. Finally switch A translates VC13 to VC14 (and VC15 formulticast) for the multicast members a and b. The onward transmission to host m1 is done by a.Now if host m1 hands o� to base station b, it will continue normal transmission but with VC16,and continue receiving with VC15. It is easy to see that allocating VCNs to all base stations thatare included in a multicast, will greatly ease the hando� process.The total delay experienced by an ATM cell over the network can be characterized by twomain components [23, 22]. �delay = Dcons +Dvar (2)where Dcons represents the constant component and Dvar represents the variable component of thedelay. Dcons depends on the the physical delay of the medium and the distance an ATM cell has totravel between source and destination. Dvar on the other hand is representative of the variation inqueueing delays experienced by di�erent ATM cells over the same connection in the network. Giventhe nature of delay variation experienced by di�erent ATM cells, it is easy to see that di�erentcells may experience di�erent total delays over the same connection. This variation in cell delayis also referred to as jitter. [22] presents delay and delay variation objectives for two-way sessionaudio and video services.Crossover points within the network have signi�cance when multiple connections are branch-ing o� from a common stream. Each connection in a multicast operation need not start from thesource but may in fact �nd an intermediate switch that is handling the connection for some otherbase station (See Figure 11 for an example of crossover point location during hando�.). We modelthe delay experienced by an ATM cell over di�erent routes starting from the crossover point to bebounded by the times �min and �max. The delay variation for each connection may now be viewedsimply by a delay pipe as shown in Figure 10. The tail of the pipe represents the entry point of anATM cell from the source.It is evident from Figure 10 that at any given instant for a multicast operation, the tail ofeach pipe contains the same ATM cell. However, due to di�erent delays experienced on di�erentroutes, the ATM cells coming out from the heads of di�erent pipes to the respective base stationsmay not be the same.If the mobile host is to get consistent information from a base station during and after
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Figure 10: Delay Pipe Modelhando�s, then we have to make sure that the base stations involved in the hando� procedure havecorresponding ATM cells in their bu�ers. Using this information and from the discussion above,it follows that the bu�er requirement for ensuring that consistent information is present at theparticipating base stations is given byBuffersize � BWconn � (�max � �min) (3)where BWconn is the bandwidth of the connection.The ATM cell stream originating at the source consists of cells arriving back to back withno way of di�erentiating between two data cells. Of course, special cells may be generated bysetting the appropriate bits in their headers, but this is not the case with data cells in particular.Extensions to existing ATM protocols to suit the mobile environment are discussed in [4]. However,our solution does not require any changes in existing protocols but targets ATM switch fabrics toachieve its goals.In Figure 11 , BS1 is the base station that is currently transmitting to the mobile host andBS2 is the base station that is required to join the multicast. After waiting for time tstagger , BS1sends out a request to the switch to include the base stations in the multicast group ofMH (gMH)in the multicast operation. The upper bound on time taken for this is represented by tsetup. Notethat tsetup includes the time required to� �nd the crossover point between BS1 and the base station farthest (in terms of number ofintermediate switches) from it (BS2 in Figure 11),� to update the multicast table entries in the crossover switch and
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VCI

VCI
Payload Type Bits

0

CLP

VPI

VCIVPI

HEC

b1 b2 b3

Bits 5 6 871 2 3 4

Bytes

1

2

3

4

5

Size = 5 Bytes.
HeaderFigure 12: Possible header of a Control CellNote that the control cell will have its CLP bit set to 0 (high priority) and PT bits (b1, b2 and b3)may be set such that this control cell is distinguished from ordinary data cells. The VPI and VCIbits will be identical to their counterparts in the data cells. Figure 12 depicts a possible headercon�guration for a control cell.When BS1 receives this control packet, say cp (which may be in the midst of regular cells allbelonging to a single frame), it continues its framing process as before but sets a special ag in thisframe before it goes out to the mobile host. The next frame to be transmitted will be numbered 1.The special ag that was set in the last frame to be transmitted will cause the mobile host to resetthe frame counter it maintains to 0. Note that the mobile host does so only after it has receivedall previous frames from BS1 correctly. This will ensure that there is no confusion if requests forretransmission are generated by the mobile host on account of erroneous transmission from BS1.On receipt of cp, BS2 starts framing ATM cells (F cells per frame) and also starts numbering themfrom 1.When hando� actually takes place, the mobile host will be able to specify the last framecompletely received from BS1 (say n) so that BS2 can can send the next appropriate frame to themobile host. If BS2 starts transmitting from frame n+1 onwards, it may result in one frame beingcompletely duplicated at the mobile host in the worst case. The extent of duplication dependson the position of cp relative to the boundary of a frame being generated at BS1. Note that thisduplication could be as small as a single ATM cell if the wireless protocol adopted transmits oneATM cell at a time instead of a larger frame. In any event loss of ATM cells will not occur.Given below is the expression for the synchronization time (Tsynch) required to ensure thatduplication in receiving ATM cells at the mobile host is limited to at most one frame.Tsynch = tsetup + 2�max � �min + �bs2+ FBWWL + �WLL (4)



where BWWL is the bandwidth of the wireless link, and �WLL is the latency of the wirelesslink. �max represents the upper bound on the time taken for the �rst frame to be reach BS2. Anadditional (�max��min) represents the upper bound on the time required to ush out the ATM cellswhich was already received by BS1 before cp arrived. The expressions �bs2 and FBWWL representthe processing time required for a frame at BS2 and the time required to transmit a frame overthe wireless link respectively.Note that this analysis assumes that the delay associated with ATM cells reaching BS1 is�min, and the delay for ATM cells reaching BS2 is �max. This analysis will produce the worst casevalue of Tsynch .The actual stagger time available for this connection is now given bytstagger = ts � Tsynch (5)where, ts is the stagger time determined for a particular QOS requirement of the user (see Section3). Note that the synchronization time presented above and the chosen bu�er size of (�max ��min)�BWconn at each base station, will together ensure that the frame being currently transmittedto the mobile host is within the bu�er for each base station in the multicast.The scheme presented here may result in the duplication of a single frame of ATM cells asexplained above. However, this duplication could be as small as a single ATM cell if the wirelessprotocol adopted transmits one ATM cell at a time instead of a larger frame. It is possible to avoidany duplication if control cells can be generated at the source itself. However, this may require achange in the existing ATM protocols. In this paper, we do not consider such a situation but itis evident that if such a change is brought about in the future, then we will be able to perfectlysynchronize frame reception at the mobile host.5 ConclusionThere are many user applications that do not require a \total" guarantee for disruption free servicebut would also not tolerate very frequent disruptions. An user will not not want to pay a highcost for such applications. Thus if a multicast based approach is used, the data packets will bemulticast to the neighboring wireless cells throughout the connection. This will be prohibitivelyexpensive. On the other hand, if forwarding is used during hando�s, the user will see a break inservice during every hando�. With the decreasing cell sizes, the user might see a disruption every5 seconds (in picocellular environments). Proposed in this paper is a novel staggered multicastapproach which provides probabilistic guarantee for disruption free service. The main advantage of



the staggered multicast approach is that it partially provides the bene�ts of the multicast approachand also provides the much required savings in the static network bandwidth.In summary, the main features of the staggered multicast approach are the following:� The network bandwidth usage is signi�cantly reduced.� A probabilistic guarantee for disruption free service is provided.Using the ATM switch modi�cations as suggested in the implementation section of the paper, wecan ensure lossless data delivery to the end user.We are currently investigating staggered multicast schemes where the stagger time is de-termined dynamically during the hando� process. We believe that a dynamic stagger will moreprovide a much better performance than the static stagger scheme proposed in this paper. On theother hand, if there are sophisticated wireless adapters available that can provide an intermediatesignal level which will notify the mobile host that a hando� will soon occur, then the multicastinitiation could be staggered till this point.References[1] R. Ghai and S. Singh, \An Architecture and Communication Protocol for Picocellular Net-works," IEEE Personal Communications Magazine, pp. 36-46, Vol.1(3), 1994.[2] K. Keeton et.al., \Providing connection-oriented network services to mobile hosts," Proc. of theUSENIX Symposium on Mobile and Location-Independent Computing, Cambridge, Massachus-sets, August 1993.[3] Anthony S Acampora, Mahmoud Nagshineh, \An Architecture and Methodology for Mobile-Executed Hando� in cellular ATM Networks," IEEE Journal on Selected Areas on Communi-cations, October, 1994.[4] D Raychauduri and N Wilson, "ATM Based Transport Architecture for Multiservices WirelessPersonal Communication Networks." IEEE Journal on Selected Areas on Communications,October, 1994.[5] R. Thomas, H. Gilbert, and G. Mazziotto, \Inuence of the Mobile Station on the Performanceof a Radio Mobile Cellular Network," Proc. 3rd Nordic Sem., paper 9.4, Copenhagen, Denmark,Sep., 1988.[6] A. Papoulis, \Probability, Random Variables, and Stochastic Processes," Third Edition,McGraw-Hill, Inc.
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[22] Raif O Onvural, \Asynchronous Transfer Mode Networks : Performance Issues," ArtechHouse, 1993.[23] Martin de Prycker, \Asynchronous Transfer Mode, solution for broadband ISDN," Ellis Hor-wood 1991.Appendix 1 : Two Dimensional Random Walk ModelWe will �rst discuss the one dimensional random walk model as explained in [6], and then extendit to two dimensions.Let the position of the user after t units of time be x(t). Let the one dimension be the Xaxis. In the one dimension random walk model, every T units of time, the user tosses a coin, andbased on the result the user either decides to go in the positive X direction or the negative Xdirection. For example, upon a head the user decides to take one step in the positive X direction,and upon a tail the user decides to take one step in the negative X direction. For the purposeof this discussion, we will assume that the step size if small enough so that a step in any otherdirection can be approximated by one of the four directions mentioned here.The important parameters in the model are the time interval between two tosses T and thelength of the step s. It is shown in [6] that for t� T , x(t) is normally distributed with zero meanand variance �t as shown in the following equation.f(x; t) = 1p2��t e� x22�t (6)where � = s2=T . It is assumed that the user starts from the origin. It is also assumed that thesuccessive steps are independent of each other.We can extend this analysis to two dimensional random walk model. Let the two dimensionsbe X and Y. Let positive X axis represent the east direction, and the positive Y axis represent thenorth direction. In such a model, the user tosses two coins every T seconds. Based on the resultinghead-tail combination the user will decide to take a step in a speci�c direction. For example, ahead-head results in the user taking a step in the north-east direction, a head-tail results in theuser taking a step in the north-west direction, a tail-head results in the user taking a step in thesouth-east direction, and a tail-tail results in the user taking a step in the south-west direction.We assume that the movement in the X-dimension is independent of the movement in theY-dimension, and that the distribution functions are identical for both the dimensions. Thus, thejoint density of the two dimensional random walk will be given as follows:f(x; y; t) = 12��t e�x2+y22�t



Let us assume circular cells of radius R units. At time t, the user will be in the same cell ifx(t) < R, and y(t) < R. Therefore,Prob(x(t) < R; y(t) < R) = Z R0 Z R0 f(x; y; t) dx dyConverting into polar coordinates (r; �) we get,Prob(r(t) < R) = Z 2�0 Z R0 f(r; �; t) J d� drwhere J is Jacobian [7], which is given as follows:J = @(x; y)@(r; �) = ����� cos� �rsin�sin� rcos� ����� = rReplacing J , we get, Prob(r(t) < R) = Z R0 r�t e� r22�t drTherefore, Prob(r(t) < R) = 1� e� R22�t (7)
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