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1 IntroductionMobile computing is rapidly becoming a major trend in the communications market. Users of portablecomputers would like to carry their laptops with them whenever they move from one place to another andyet maintain transparent network access through the wireless link. With the availability of wireless interfacecards, mobile users are no longer required to remain con�ned within the �xed network premises to get networkaccess. In order to communicate with an user, one needs to know the user's location. Thus, the networkfaces a problem of continuously keeping track of the location of each and every user. This problem becomesnoticeable when the network sizes are large. In this paper we are going to present an overview of our workon location management in distributed mobile environments.Location management is one of the most important issues in distributed mobile computing. There arethree dimensions to the location management problem :� Based on where the location information of the mobile hosts is stored, location management can bebroadly classi�ed into (i) centralized, and (ii) distributed schemes.� Based on whether the location management scheme changes with time, it can be classi�ed as (i) static,and (ii) adaptive.� The network architectures can be classi�ed as (i) �xed network (comprising of only �xed hosts), (ii)hybrid network (comprising of �xed and mobile hosts), and (iii) mobile network (comprising of onlymobile hosts).We are interested primarily in networks containing mobile hosts. Therefore, we will be concentrating on onlyhybrid and mobile networks. In the �rst part, we will describe location management in hybrid networks. Wewill �rst present static location management schemes based on centralized and distributed location servers.We will then present the motivation behind adaptive location management schemes. Later we will present anadaptive location management scheme. In the second part, we will describe the goal of our ongoing researchwhich involves development of location management schemes in mobile networks.2 Location Management in Hybrid NetworksSystem Model : We �rst present a network architecture for a distributed system with mobile hosts. Hybridnetworks generally comprise of a �xed backbone network and a wireless network. The �xed network comprisesof the �xed hosts and the communication links between them. Some of the �xed hosts, called mobile supportstations (MSS) are augmented with a wireless interface, and, they provide a gateway for communicationbetween the wireless network and the �xed network. Due to the limited range of wireless transreceivers, amobile host can communicate with a mobile support station only within a limited geographical region aroundit. This region is referred to as a mobile support station's cell. Cells are grouped into registration areas. Thereis a location server in each registration area. Each location server maintains information regarding mobilehosts residing in its registration area.2.1 Centralized Location ManagementEach mobile host is assumed to be permanently registered to a particular registration area. The locationserver of that registration area is called the home location server (HLS) for the mobile host. This association1



of a host with a particular home location server is fully replicated across the whole network. The home locationserver is responsible for keeping track of the location information of the mobile host. Location managementwith home location servers is being used in current personal communication systems standards proposals suchas EIA/TIA IS-411. We will brie
y describe the scheme for location updates and searches in IS-41. We willthen present the drawbacks of these schemes. Later in this section we will present the modi�ed centralizedlocation management scheme using forwarding pointers.Location updates take place whenever the mobile host (mh) enters a new registration area. All locationsearches go to the HLS of the destination host �rst, which then returns the current location of the destinationhost. Drawbacks : (i) Increase in network tra�c when the host crosses registration areas very frequently.As every registration area crossing causes a location update at the host's HLS, this scheme increases thenetwork tra�c. (ii) Ine�cient location management : Updates on each registration area crossing is useful,if the user is being called frequently, to reduce the search costs (i.e., call set-up time). However, if the useris not being called frequently, regular updates are not necessary. In such scenarios, regular updates lead toine�cient location management.2.2 Modi�ed Centralized Location ManagementIn this section we will brie
y discuss schemes to avoid the drawbacks of the location management strategyin IS-41. Details can be found in [3]. We use forwarding pointers in addition of HLS to assist in locationmanagement. Our main goal is to avoid the increase in network tra�c due to location updates at the HLS.We achieve this by not updating the location information after every registration area crossing. Instead,forwarding pointers are maintained at the location servers of the registration areas visited. Location searchesinclude traversing a chain of forwarding pointers. To avoid an increase in the cost of location searches, thelength of the chain of forwarding pointers should not be too long. Therefore, the HLS is updated after certaininterval of time which is determined based on the following heuristics. (i) Movement-based : HLS updatetakes place when the number of registration area crossing is M . (ii) Call-based : HLS update takes placewhenever a call arrives. Therefore, HLS update will take place whenever a location search takes place.Performance : The performance of the modi�ed scheme depends on (i) the relative cost of settingand traversing the forwarding pointers (�), and, (ii) call-mobility ratio of the user (r). It was observed fromour analysis that forwarding pointers are not bene�cial in environments where r is very low and � is very high.The following table gives us a fair idea about when forwarding pointers are bene�cial. If they are bene�cial,the table shows which heuristic performs the best.2.3 Distributed Location ManagementWith the cell size shrinking, the number of calls moving from one cell to the next is increasing. Therefore theamount of signalling tra�c is also increasing. The distributed location management approach, is superior tocurrent existing algorithms (centralized) by dramatically reducing the signalling tra�c generated by movinghosts. This improvement will be accomplished by storing the location information of a mobile host in variouslocation servers.1The terminology used in IS-41 literature is slightly di�erent. IS-41 uses home location register (HLR) and visitor locationregister (V LR) databases. However, the information maintained in the HLR is same as what is maintained in HLS, theinformation maintained in the V LR is maintained in the various location servers.2
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-basedFigure 1: Performance ChartWe divide location management strategies into location updates, searches and search-updates. Anupdate occurs when a mobile host changes location. A search occurs when a host wants to communicate witha mobile host whose location is unknown to the requesting host. A search-update occurs after a successfulsearch, when the requesting host updates the location information corresponding to the located mobile host.Based on a network architecture comprising of a hierarchy of location servers, we proposed a search strategyand various strategies for location updates and search-updates. We will give a brief overview of the strategiesin the following. Details can be found in [1].Searches : If an incoming call needs to be routed towards a mobile host, it moves up in the networkhierarchy until it encounters a location server where location information on the desired mobile host is stored.The information at the location server will be su�cient to route the call to the next location server. At thenext location server, more detailed information about the mobile host will be available and so on.Updates : We proposed three strategies for updating the location information at the location servers andthe mobile support stations (MSS), due to the movement of the host. They are (i) Lazy Updates (LU) (up-date at the MSSs only), (ii) Full Updates (FU) (update at MSSs and location servers), and (iii) LimitedUpdates (LMU) (update at MSSs and limited number of location servers).Search-Updates : Location management becomes more e�cient if the location updates take place alsoafter a successful search. For example, suppose there is a host h that frequently calls h0, and h0 is highlymobile. It makes sense to update the location information of h0 at h after a successful search, so that in thefuture if h calls again, the search cost is most likely to reduce. We proposed three strategies to update locationinformation upon a search. They are (i) No Update (NU) (no updates), (ii) Jump Update (JU) (update onlyat the caller's MSS), and (iii) Path Compression Update (PC) (update at all the location servers and MSSson the search path).Performance : The cost metric is the number of messages required for each operation (search, update,and search-update). The performance parameter of interest is the aggregate cost per operation, which is thesum of average update cost upon a move, average search cost, and the average update cost upon a search.It was noticed that performing search-updates signi�cantly reduced the search and aggregate costs.For the logical network architecture assumed, it was seen that the (combination of Lazy Update and PathCompression) LU -PC strategy performs better than the other strategies for most of the values of C and M .For models with di�erent costs associated with each link, we expect the other proposed strategies to performwell, and sometimes better than the LU -PC strategy for some values ofM and C. As shown in Figure 2a, weexpect zones in the M -C plane, where one scheme will outperform others for the call frequency and mobilityvalues in the zone. This was evident in our results. As shown in Figure 2b, the M -C plane is divided intwo zones, LU -JU and LU -PC. Thus, if the behavior of the mobile hosts (call frequency, mobility) is known3



a priori, the designer can obtain such an M -C chart and decide which location strategy will best suit thesystem.
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Generic Scenario Type (ii) Environment(b)Figure 2: Partitioning of the M -C plane2.4 Adaptive Location ManagementNumerous location management strategies have been proposed in the recent years[1]. These location manage-ment strategies are mainly a combination of a search, a location update strategy, and a search-update strategy.The results show that there is not one combination that outperforms others for all values of call frequency (C)and mobility (M). As shown in Figure 2a, we expect zones in the M -C plane, where one scheme will outper-form others for the call frequency and mobility values in the zone. Thus, if the behavior of the mobile hosts(call frequency, mobility) is known a priori, the designer can obtain such an M -C chart and decide whichlocation strategy will best suit the system. However, the host behavior (communication frequency, mobility)is not always available to the system designer. Thus, we feel that the location management strategies with thegreatest potential bene�t are adaptive in the sense they react to changes in the host behavior (call frequency,mobility). The basic assumption behind the proposed adaptive location management is that the past historyof the system will re
ect the behavior in the future. Hence, by keeping track of the past history and modifyingthe management strategy accordingly, one expects to perform well for any call and mobility pattern.We developed a simple algorithm for adaptive location management based on the schemes proposed indistributed location management in the previous section. We performed simulations and compared the resultsof the adaptive algorithm with LU -PC and LU -JU . It was observed that on the average, adaptive performsbetter than both the schemes [2].3 Location Management (Routing) in Mobile NetworksTill now, we have been discussing location management schemes for networks which involved interaction withthe �xed network infrastructure. We will now investigate the consequence of mobility and disconnections ofmobile hosts on the routing overhead in a mobile network. We de�ne mobile network as a cooperative set ofmobile hosts which can communicate with each other over the wireless links (direct or indirect) without anystatic network interaction 2. Example of such networks are ad-hoc networks [4].The problem in hand is the complexity of updating the routing information at the hosts in such adynamic (due to the mobility of the hosts, and host disconnections) network. Topology updates are requiredfor shortest path computation. An ine�cient solution is global broadcast. However, it is going to use up the2We assume that a mobile host has the capability to communicate directly with another mobile host. It is also assumed thatthe mobile hosts have the capability to forward (relay) packets.4



already limited wireless bandwidth. Therefore, a tradeo� exists between the topology update overhead ande�cient routing. The preferred solution will be to distribute topology updates.The primary attributes for any routing algorithm are (i) simplicity, (ii) loop-free, (iii) generate shortestpath, (iv) quick reconvergence, and (v) low storage overhead. The existing routing algorithms cannot be usedfor such dynamic networks because� they were not designed speci�cally to provide dynamic and self-starting behavior as evident in ad-hocnetworks,� Most of them exhibit their least desirable behavior for highly dynamic interconnection topology.� Existing protocols could place heavy computational burden on mobile computers.� Convergence characteristics not good enough to suit the needs of ad-hoc networks.� Wireless media { limited and variable range; di�erent from existing wired media.There has been previous work done in this area [4]. The algorithm described in this paper was amodi�cation of the Bellman-Ford routing algorithm to suit ad-hoc environment. It is similar to distance-vector routing. They use sequence number to prevent routing table loops, and, settling-time data for dampingout 
uctuations in route table updates. The convergence on the average was rapid, however, the worst caseconvergence was non-optimal. Moreover, their algorithm required frequent broadcasts of the routing table bythe mobile hosts. The overhead of the frequent broadcasts goes up as the population of mobile hosts.At present we are trying to develop routing protocols for ad-hoc networks which will have the desiredcharacteristics of rapid convergence and low topology update overhead.4 ConclusionThis paper presents an overview of the ongoing work at Texas A&M University on location management indistributed mobile environments. We classify the space of location management based on di�erent character-istics, and present schemes for each of them. The goal of our ongoing work is to develop routing schemes inmobile networks.References[1] P. Krishna, N. H. Vaidya and D. K. Pradhan, \Location Management in Distributed Mobile Environ-ments," Proc. of the 3rd Intl. Conf. on Par. and Dist. Information Systems, pp. 81-89, Sep. 1994.[2] P. Krishna, N. H. Vaidya and D. K. Pradhan, \Static and Dynamic Location Management," Tech. Report94-030, Dept. of Computer Science, Texas A&M University. (submitted for publication).[3] P. Krishna, N. H. Vaidya and D. K. Pradhan, \Forwarding Pointers for E�cient Location Managementin Distributed Mobile Environments," Tech. Report 94-061, Dept. of Computer Science, Texas A&MUniversity. (submitted for publication.)[4] C. Perkins and P. Bhagwat, \Highly Dynamic Destination-Sequenced Distance-Vector Routing (DSDV)for Mobile Computers," SIGCOMM, pp. 234-244, 1994.5


